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Abstract Given the great opportunities provided by Open
Collaborative Networks (OCNs), their success depends on
the effective integration of composite business logic at all
stages. However, a dilemma between cooperation and compe-
tition is often found in environments where the access to busi-
ness knowledge can provide absolute advantages over the
competition. Indeed, although it is apparent that business logic
should be automated for an effective integration, chain partic-
ipants at all segments are often highly protective of their own
knowledge. In this paper, we propose a solution to this prob-
lem by outlining a novel approach with a supporting architec-
tural view. In our approach, business rules are modeled via
semantic web and their execution is coordinated by a
workflow model. Each company’s rule can be kept as private,

and the business rules can be combined together to achieve
goals with defined interdependencies and responsibilities in
the workflow. The use of a workflow model allows assem-
bling business facts together while protecting data source. We
propose a privacy-preserving perturbation technique which is
based on digital stigmergy. Stigmergy is a processing schema
based on the principle of self-aggregation of marks produced
by data. Stigmergy allows protecting data privacy, because
only marks are involved in aggregation, in place of actual data
values, without explicit data modeling. This paper discusses
the proposed approach and examines its characteristics
through actual scenarios.
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1 Introduction and motivation

1.1 Moving towards Open Collaborative Networks

A progressive opening of the boundaries of the companies is
increasingly taking place. Companies started applying this
philosophy since the 1990s, by looking at the enormous po-
tential outside their walls, even those of their supply chains. In
such a context, borders are constantly blurring, formal and
informal networks interplay, companies have multiple mem-
berships to dynamic and evolving structures.

From an historical perspective, three decades have shaped
the environmental conditions for enabling inter-enterprise col-
laboration (e.g., Camarinha-Matos 2013; Curley and Salmelin
2013; Gastaldi et al. 2015). The 1990s were characterized by a
competitive landscape leveraging inward-looking systems,
concentrated on making enterprise more efficient in isolation,
where collaboration activities were mainly focused on signing
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agreements with supply chain partners. In such context, where
the Internet was still in infancy, the debate about the role of
information technology in future manufacturing systems was
still ongoing, and organizations were trying to structure poli-
cies and mechanisms to become more specialized and inter-
connected (Browne et al. 1995). Some firms began to employ
the early concepts of Extended Enterprise (EE), i.e., the prin-
ciple that a dominant enterprise extends its boundaries to all or
some of its suppliers. More simply, the early concept of EE
meant placing the manufacturing systems in the context of the
value chain (Porter 1985). Such extended configurations lead
to Computer Integrated Manufacturing (CIM) systems.
Indeed, from one side the challenge of CIM was to realize
integration within the factory, from the other side the chal-
lenge to manufacturing was shifting to facilitate inter-
enterprise networking across the value chain. In the late 90s,
concepts such as Virtual Enterprises (VEs) and Virtual
Organizations (VOs) started diffusing, although still at the
level of single – and rather isolated – networks. More precise-
ly, VEs represent dynamic and often short-term alliances of
enterprises that come together to share skills or core compe-
tencies and resources, in order to better respond to business
opportunities, and whose cooperation is supported by comput-
er networks (Li and Wei 2014). An EE can be seen as a par-
ticular case of a VE. VOs generalize the concept of VEs,
because it is not limited to an alliance for profit, but to achieve
missions/goals (Camarinha-Matos and Afsarmanesh 2007).

The 2000s were characterized by ICT advancements en-
abling new collaborative partnerships modes and the concept
of Collaborative Networked Organization (CNO), which fur-
ther generalizes VO. A CNO is an organization whose activ-
ities, roles, governance rules, are manifested by a network
consisting of a variety of entities (e.g., organizations and peo-
ple). Such entities are largely autonomous, geographically
distributed, and heterogeneous in terms of their operating en-
vironment, culture, social capital and goals. But they collabo-
rate to better achieve common or compatible goals, thus joint-
ly generating value, and whose interactions are supported by
computer network. Since not all forms of collaborative part-
nership imply a kind of organization of activities, roles, and
governance rules, the concept of Collaborative Network (CN)
further generalize the collaborative partnership (Camarinha-
Matos and Afsarmanesh 2007; Camarinha-Matos et al.
2009; Romero and Molina 2010). In the meanwhile, a pro-
gressive opening of the companies boundaries enabled what
has been defined theOpen Innovation paradigm (Chesbrough
2003; Appio et al. 2016), in which externally focused, collab-
orative innovation practices were adopted.

A deep mutation has been occurring in the last decade, the
2010s, in which the competitive landscape morphed with the
introduction of the Ecosystems perspective (Baldwin and Von
Hippel 2011; Curley and Salmelin 2013). A new paradigm has
been opening up, stressing the salient characteristics of the

variety of CNs discussed by Camarinha-Matos et al. (2009).
We label it as Open CNs (OCNs). OCNs are based on princi-
ples of integrated collaboration, co-created shared value, cul-
tivated innovation ecosystems, unleashed exponential tech-
nologies, and extraordinarily rapid adoption (Curley and
Salmelin 2013). They also capture the elemental characteris-
tics of the constant transformation of networks ecosystems:
continual realignment of synergistic relationships of people,
knowledge and resources for both incremental and transfor-
mational value co-creation (Ramaswamy and Gouillart 2010).
Through relationships, value co-creation networks evolve
from mutually beneficial relationships between people, com-
panies and investment organizations. A continual realignment
of synergistic relationships of people, knowledge and re-
sources is required for vitality of the ecosystem.
Requirements for responsiveness to changing internal and ex-
ternal forces make co-creation an essential force in a dynamic
innovation ecosystem (Russell et al. 2011). In the third era,
borders are further blurring, formal and informal networks
interplay, companies have multiple memberships to dynamic
and evolving structures. In OCNs contexts where ubiquity is
for the first time allowed, the probability of break-away im-
provements increases as a function of diverse multidisciplin-
ary experimentation, a controlled process, addressing system-
atically a set of steps, supported by different mechanisms and
approaches to characterize the management functionalities of
a CN during its entire lifecycle.

In the next section we introduce the distinctive characteris-
tics of the OCNs, trying to disentangle the needs along with
the challenges.

1.2 Characterizing Open Collaborative Networks (OCNs)

Camarinha-Matos andAfsarmanesh (2005) provide a compre-
hensive characterization of the CN, defining it as a network
consisting of a variety of entities (e.g. organizations and peo-
ple) that are largely autonomous, geographically distributed,
and heterogeneous in terms of their operating environment,
culture, social capital and goals, but that collaborate to better
achieve common or compatible goals, thus jointly generating
value, and whose interactions are supported by computer net-
work. Moving from this definition, we want to characterize a
type of CN in which more unstructured and self-organizing
behaviors can be considered (e.g., Panchal 2010; Levine and
Prietula 2013; Baldwin and Von Hippel 2011; Bonabeau et al.
1997; Holland and Melhuish 1999). For this purpose, this
section aims at characterizing the OCN according to the key
dimensions.

An OCN can be thought of as entailing all the characteris-
tics of a CN but is different under the following respects:

1. it allows agents to take advantage of signals echoing the
three layers (Moore 1996) namely, business ecosystem



(trade associations, investors, government agencies and
other regulatory bodies, competing organizations that
have shared product & service attributes, business pro-
cesses and organizational arrangements, other stake-
holders, labor unions), extended enterprise (i.e. direct cus-
tomers, customers of my customers, standard bodies, sup-
pliers of complementary products, suppliers of my sup-
pliers), and core business (core contributors, distribution
channels, direct suppliers);

2. it is inspired by ecosystem perspective, and then deals
with a variety of structures ranging from communities,
to very loosely coupled agents coexisting and influencing
each other. The ecosystem, in its structural and functional
openness, is the fertile ground for more complex networks
to grow and interact (Iansiti and Levien 2004);

3. it subsumes that agents self-organize into more or less
structured networks maximizing the returns on the in-
side-out/outside-in practices (or knowledge inflows and
outflows); the ecosystem perspective potentially allows
for a simultaneous reduction of both error types by de-
creasing the risk of information overload, improving the
ability to handle complexity and minimizing interpreta-
tion biases (Velu et al. 2013). About the two errors, a type
I interpretation error (false positive) consists in detecting a
specific market trend when there is actually none. Noise is
just wrongly interpreted as a valuable signal of an impor-
tant development in customer needs, competitor behavior
or technological progress. Conversely, a type II interpre-
tation error (false negative) consists in failing to observe
an important market trend, when in truth there is one.
Meaningful market signals are thus overlooked or wrong-
ly interpreted as meaningless. Firms operating in (closed)
CNs have to trade-off those type I and type II errors, both
of which can be extremely costly;

4. it is less hierarchical and more oriented towards self-
organization (Steiner et al. 2014; Panchal 2010; Jelasity
et al. 2006). Self-organization is the process in which
pattern at the global level of a system emerges solely from
numerous interactions among the lower-level components
of the system. Moreover the rules specifying the interac-
tions among the system’s component are executed using
only local information, without reference to the global
pattern. Self-organization relies on four ingredients: a)
positive feedback, b) negative feedback, c) amplification
of fluctuations, and d) multiple interactions. The behavior
of entities may be attributed to physical behavior in the
case of physical entities and decisions in the case of hu-
man participants. The behaviors of entities are based on
local information available to them, which changes as the
entities interact with each other. These changes in local
information may result in positive or negative feedback; a
balance between these two types of feedback results in
self-organizing behavior;

5. it tolerates (and balances) two different types information
exchange: direct and indirect. Direct interactions involve
direct information exchange between different individ-
uals, which changes their local information, and hence,
their decisions. In the case of indirect interactions, the
individual actions affect the environment and modify it.
Such indirect interaction of entities with the environment
plays an important role in achieving coordination through
self-organization mechanisms (Kiemen 2011).

Overall, OCNs inherit all the fundamental characteristics of
the CNs, while the attribute Open describe something more
(Table 1):

Then, it is clear that OCNs provide from one side op-
portunities, in that a fertile ground on which rapid and
fluid configuration of CNs may arise, once recognized
business opportunities to exploit (Camarinha-Matos and
Afsarmanesh 2007); on the other side, they imply that
criteria, metrics, and assessment are likely to become even
more influential as evaluations move online, becoming
widespread, consumer based, globally dispersed, and
widely accessible (Orlikowski and Scott, 2013). Figure 1
extends the network configurations advanced by
Camarinha-Matos and Afsarmanesh in a way that all the
described dimensions are taken into account:

The aim of this paper is then threefold: first, we intro-
duce a novel concept which represents an important evo-
lution with respect to the existing characterization of CNs;
second, and strictly related to the introduction of this new
concept, a novel approach to distributed business logic is

Table 1 A comparative analysis of CNs and OCNs

Characteristics Collaborative
Networks
(CNs)

Open
Collaborative
Networks
(OCNs)

Variety of agents + ++

Autonomy of agents + ++

Geographical distribution + +

Heterogeneity of agents + ++

Working on common goals ++ +

Support of ICT networks + +

Ecosystem perspective ++

Structured interactions ++ +

Addressing interpretation errors (Type
I-II)

+ ++

Variety of collaboration modes + ++

Self-organization practices ++

Direct communications ++ +

Indirect communications ++

+ moderate intensity of the characteristic; ++ high intensity of the
characteristic



developed in order to make this concept working, bring-
ing together methods which - to the best of our knowl-
edge - lack sound investigations in the current literature;
third, a system architecture to support the proposed ap-
proach has been designed, developed, and experimented.
In the literature the benefits of collaboration are clear, but
it is also apparent that different paths to a successful col-
laboration can be envisaged, since many drivers exist and
new ones tend to appear. The novel capabilities of the
proposed system reside in keeping enterprises prepared
to manage different kinds of business collaborations,
entailing support for abstraction and advanced modeling
techniques in combination.

What follows in Section 2 better contextualizes OCNs
by providing the reader with the underlying business re-
quirements. Section 3 shows how – and to what extent –
technology can make the business requirements working
in an integrated fashion; then, the integrated system is
introduced. Sections 4 and 5 will introduce the building
blocks of the system against a pilot study. Section 6 de-
scribes: (i) how to integrate all the building blocks in a
system architecture, (ii) how the system can be adminis-
tered, and (iii) how it has been experimented. Section 7
discusses the main findings and opens to potential future
research avenues.

2 Business requirements for Open Collaborative
Networks

The key characteristics that basically distinguish OCNs from
previous contexts are the following: the participation of a large
number of autonomous individuals across organizational
boundaries; the absence of a central authority; a lack of hier-
archical control; highly frequent interactions and complex ex-
change dynamics (e.g., Panchal 2010; Levine and Prietula
2013; Baldwin and Von Hippel 2011). These characteristics
result in self-organization of participants, activities, and orga-
nizational (community) structures, as opposed to hierarchical
structures in traditional product development (Bonabeau et al.
1997; Holland and Melhuish 1999). Self-organization means
that a functional structure appears and maintains spontaneous-
ly. The control needed to achieve this must be distributed over
all participating components. Overall, OCNs can be thought
of as distributed systems which are different from centralized
and decentralized ones (Dhakal 2009; Andrés and Poler 2013,
2014). Indeed, in distributed systems all agents are networked
on the basis of equality, independence, and cooperation. The
greatest advantage of distribution is that the resilience of the
system increases with the increase in the number of partici-
pants. Nowadays, distributed systems can be made possible
thanks to the advancements in the ICT infrastructures.

Fig. 1 Evolution from Network to Open Collaborative Network (adapted from Camarinha-Matos et al. 2009)



Distributed systems are also known as layer-less system or
hierarchy-less system in that they use lateral (horizontal) pro-
tocols based on equality of relationship as opposed to a
decentralized system (also known as layered system or hier-
archical system), which uses hierarchical protocols where a
higher agent must always control the lower ones. Both
centralized and decentralized systems thrive on the use of
authority, something which is really smoothed in the cases
of OCNs. In the literature, Andrés and Poler (2013) identify
and analyze strategic, tactical, and operational issues arising in
collaborative networks, proposing a classification matrix for
the most relevant ones. In a more recent study, they also iden-
tify relevant collaborative processes that non-hierarchical
manufacturing networks perform (Andrés and Poler 2014).
A novel approach supporting unstructured networked organi-
zation is presented in (Loss and Crave 2011). Here, the authors
explore the concept of agile business models for CNs, describ-
ing a theoretical framework. Ollus et al. (2011) presented a
study aimed to support the management of projects in
networked and distributed environments. Collaborative man-
agement includes shared project management, which means
delegation of management responsibility and some extent of
self-organization. The management may in many cases be
non-hierarchical and participative with result-based assess-
ment of progress.

The general objectives of a OCNs (e.g., Brambilla
et al. 2011a, b; Msanjila and Afsarmanesh 2006, 2011;
Romero et al. 2009; Romero and Molina 2011) can be
then art iculated into different requirements : ( i )
transparency: to make the execution of shared procedures
more visible to the affected stakeholders; (ii) trust: to
deploy measurable elements that can establish a judgment
about a given trust requirement; (iii) participation: to en-
gage a broader community to raise the awareness about,
or the acceptance of, the process outcome; (iv) activity
distribution: to assign an activity to a broader set of per-
formers or to find appropriate contributors for its execu-
tion; (v) decision distribution: to separate and distribute
decision rules that contribute to the taking a decision; (vi)
social feedback: to acquire feedback from stakeholders
along the work-flow, for process improvement; (vii)
knowledge and information sharing: to disseminate
knowledge and information in order to improve task exe-
cution without market disruption; (viii) collaboration
readiness: to grasp partners’ preparedness, promptness,
aptitude and willingness; (ix) enabling ICT: to support
collaborative activities in OCNs. Overall, an extended
perspective on characterizing the collaborative capability
(Ulbrick et al. 2011) and how to make it work through
appropriate governance mechanisms are needed (Clauss
and Spieth 2015; Heidenreich et al. 2014).

It follows a more detailed explanation of how – and to
what extent – it is possible to identify patterns and

technologies supporting OCNs business requirements. In
Section 3, business requirements will be better focused on
a technological view.

2.1 Managing knowledge via workflow technology

In OCNs contexts if, on one side, firms must develop the
ability to recognize the value of new external knowledge,
on the other side, they have to assimilate and utilize it for
commercial ends and they have to integrate it with knowl-
edge that has been generated internally. They must devel-
op absorptive capacity (Fabrizio 2009) depending on their
knowledge integration and generation mechanisms, many
of which embedded in its products, processes and people
(Escribano et al. 2009). This process of acquiring and
internally using external knowledge has been labelled
Binbound open innovat ion^ (Chesbrough 2003).
Empirical studies have consistently found that firms per-
form more inbound than outbound activities (e.g.,
Chesbrough and Crowther 2006), this openness usually
taking the form of a heightened demand for external
knowledge and other external inputs in the innovation
process (Fagerberg 2005); however, firms still fail to cap-
ture its potential benefits (Van de Vrande et al. 2009).
Indeed, past studies (e.g., Deeds and Hill 1996; Katila
and Ahuja 2002; Rothaermel and Deeds 2006) have found
that the process of external search can be ineffective over
a certain effort due to firm’s bounded rationality and lim-
ited information processing. Since the late 1980s,
workflow technology (i.e. workflow modeling and
workflow execution (Leymann and Roller 2000)) has
been used to compose higher-level business functionality
out of individual (composed or non-composed) functions.
Such technologies have today the potential to provide so-
lutions for the effective management of knowledge in-
flows. Workflow-based coordination as a system for tasks
routing and allocation, can be thought of as the first place
where knowledge is created, shared and used (Reijers
et al. 2009).

2.2 Adopting and using metrics and indicators

With the explosion of diverse types of information in OCNs in
general, and in OCNs in particular, analytics technologies that
mine structured and unstructured data to derive insights are
now receiving unprecedented attention (Davenport and Harris
2007; Prahalad and Krishnan 2008). Today’s analytics must
be operated firms wide, deep, and at a strategic level
(Davenport et al. 2010). A wide range of unstructured data
from firms’ internal as well as external sources is available
(Chen et al. 2011), enabling a broader set of industry partners
to participate. In OCNs, under this model, all entities collab-
orate and co-develop high value analytics solutions. Well



(2009) properly frames them under the label Bcollaborative
analytics^ namely, a set of analytic processes where the agents
work jointly and cooperatively to achieve shared or
intersecting goals. They include data sharing, collective anal-
ysis and coordinated decisions and actions. Collaborative an-
alytics, while encompass the goals of their conventional coun-
terparts, seek also to increase visibility of important business
facts and to improve alignment of decisions and actions across
the entire business (Well 2009; Chen et al. 2012).

2.3 Ontologies and decision rules

Fundamental to collaborative efforts in OCNs is what Jung
(2011) defines as Bcontextual synchronization^, facilitating
the mutual understanding among the members (Plisson et al.
2007; Romero et al. 2008, 2009), agents should at least define
which ontologies rule collaborative efforts.While Jung (2011)
considers online communities of individual users, we are try-
ing to adopt an organizational point of view in that the OCN is
populated with organizational agents. Common and flexible
ontology establishment goes through a set of management
activities and supporting tools for OCNs ontology adaptation
into a specific OCN domain sector, for OCN ontology evolu-
tion during the OCN lifecycle, as well as for OCN ontology
learning process (Ermilova and Afsarmanesh 2006; Plisson,
2007; Chen 2008). The evolutionary trait of ontologies should
be considered due to the high speed in which collaboration in
OCNs may expire; to this end, e.g. an Ontology Library
Systems (OLS) in more than necessary (Simões et al. 2007).

Overall, in OCNs, ontologies may help under several
respects (Zelewski 2001; Bullinger 2008): (i) to overcome
language barriers among participating members: different
language and knowledge cultures rules can be captured
and ‘translated’ by an ontology; (ii) to allow the internal
integration of information systems which are today both
technically driven and governed by managerial or custom-
er oriented understanding; (iii) to enable semantic access
to the knowledge in OCNs; (iv) to coordinate collabora-
tive actors with different knowledge backgrounds. This
can lead to a number of potential applications, e.g. the
integration of information and of systems for computer-
supported cooperative work (CSCW) between companies
of the same or of different domains.

2.4 Information sharing policies

Information reduces uncertainty in OCNs (Fiala 2005) and
aids in integrating flows and functions across working groups
such as partners (e.g., Barut et al. 2002; Krovi et al. 2003;
Patnayakuni et al. 2006). This reduction of uncertainty is use-
ful as it saves organizational time and cost by minimizing
alternate decisions that arise due to uncertainty (Durugbo
2015). Furthermore, the flow of information is important for

managing interactions and negotiations during collaboration
activities and for combining the work of individual agents.
Agents exchanging information in OCNs should confront
with two characteristic: 1) trails, in order to identify new busi-
ness opportunities and organizations to partner with; trails
vanish over time realizing temporal evolution dynamics of
OCNs; 2) information perturbation, as enabler of collabora-
tion as privacy and unveiling sensitive information of highly
competitive value; our context may be assimilated to the
partial-information problem formulated by Palley and
Kremer (2014), in which the agent only learns the rank of
the current option relative to the options that have already
been observed. It is clear that information is something which
is capable of having a value attached to it and can be consid-
ered to be an economic good (Bates 1989). In order to protect
the economic value of information, it can be provided by
using a privacy-preserving mechanism.

2.5 Governance requirements

A number of approaches about OCNs governance may be
adopted and adapted; however, almost all the existing
ones are devoted to classical networks which are static
in nature (Rabelo et al. 2014).. Some of them underlie
the importance of at least three types of governance:
transactional governance, relational governance, institu-
tionalized governance (Clauss and Spieth 2015).
Transactional governance studies have focused on the de-
ployment of rules and contracts to safeguard transactions
from opportunistic behavior (Puranam and Vanneste
2009). These are specified in order to formalize processes,
activities and roles, define responsibilities and justify con-
sequences in case of disputes. On the other hand, studies
concerned with relational governance emphasizing inher-
ent and moral control, governing exchanges through con-
sistent goals and cooperative atmospheres. Trust has been
emphasized as a fundamental element of relational gover-
nance (Das and Teng 1998). It has an even greater effect
if relational norms between partners establish consistent
role behaviours that are in line with partners’ joint inter-
ests (Tangpong et al. 2010). Institutionalized governance
covers a separate functional unit responsible for an active
network management (Heidenreich et al. 2014). OCN or-
chestration mentions activities that enable and facilitate
the coordination of the network and the realization of
the innovation outputs (Ritala et al. 2009). The orchestra-
tor is responsible for discretely influencing other firms
and to support the appropriate conditions for knowledge
exchange and innovation. However, being the OCN po-
tentially a highly un-structured CN, the aforementioned
forms of governance may be thought of as emergent
(Wang et al. 2011).



3 Establishing Open Collaborative Network:
a technological view

In the last two decades the design of information systems for
distributed organizations has undergone a paradigm shift,
from data/message-orientation to process-orientation, giving
to organizational context an important role. Modern Business
Process Management Systems (BPMS) aim to support opera-
tional processes, referred to as workflows. BPMS can be effi-
ciently realized using a Service-oriented Architecture (SOA),
where the information system can be seen as a set of dynam-
ically connectable services with the processes as the Bglue^
(Sun et al. 2016; Liu et al. 2009). The fit between BPMS and
SOA has been formalized by the Business Process Model and
Notation (BPMN) standard (OMG 2011; van der Aalst 2009).

In classical Business Process Management (BPM), pro-
cesses are orchestrated centrally by the organization, and de-
ployed for execution by predefined subjects internal to the
organization. This closed-world approach is not suitable for
OCN, where the open and collaborative nature of the global
processes is essential. Other requirements may be incorporat-
ed, such as transparency control, easy participation, activity
distribution, and decision distribution (Brambilla et al. 2011a).
Thus, a certain level of control in knowledge flow is essential.
Unfortunately, structural approaches for knowledge modeling
are usually domain dependent and do not control the process.
Furthermore, business requirements change frequently, not
only for different enterprises but also for different period of
time in the same enterprise, as markets and business practices
change (Wang et al. 2005; Sarnikar 2007). To add adaptation
capabilities to the network-based social collaboration, some
interesting works have been done on the formal modeling of
collaboration processes as a negotiation, such as those based
on Social BPM (Brambilla et al. 2011a), and Social Protocols
(Picard 2006). However, much work still has to be done be-
fore such approaches can be used on a regular basis.

BPMN is increasingly adopted in research projects as a
language to specify guidelines for virtual organizations.
For example in the ECOLEAD project (Romero and
Molina 2009; Peñaranda Verdeza et al. 2009) the BPM
centric approach has been used to define a set of general
and replicable business processes models for future in-
stantiations into specific virtual organizations, providing
rationale of activities that should be carried out by a set of
actors in order to achieve the expected business process
results. The ECOLEAD architecture presented in (Rabelo
et al. 2006; Rabelo and Gusmeroli 2008) is made of dif-
ferent services: (i) horizontal services, such as mailing,
chat, task list, file storage, notification, calendar, wiki,
forum, etc. (ii) basic services, such as security, billing,
service composition, reporting, discovery; (iii) platform-
specific services; (iv) legacy systems. The design ap-
proach is bottom-up, and it has been based on the web-

services technology. From the technological point of view,
such architecture is important as it contains elements that
are incorporated into the current generation of CN, which
can be implemented in a diversity of platforms, equipment
and devices.

In this paper we adopt a top-down design approach, fo-
cused on technological enablers of business logic. An enabler
is a factor addressing a critical aspect, which is not already
incorporated in existing approaches. More precisely, we pro-
pose a comprehensive approach for creating business logic
integration solutions in OCN. A system architecture has been
also implemented and demonstrated experimentally. The ap-
proach is based on three core technological enablers, provid-
ing a conceptual structure to design an OCN.

The first technological enabler is the workflow design,
which provides coordination and flexibility in process. The
workflow represents the sequence of steps, decisions, and
the flow of work between the process participants (Ray and
Lewis 2009). We assume that the process model is encoded in
BPMN, an open and standard language which in turn can be
deployed and executed by a BPMS to directly control the
workflow engines (Sharp and McDermott 2009; Fraternali
et al. 2011; Picard et al. 2010).

The second technological enabler is the business rule
design, which regulates how knowledge or information in
one form may be transformed into another form through
derivation rules. A derivation can either be a computation
rule (e.g. a formula for calculating a value) or an infer-
ence rule (e.g. if some fact is true, then another inference
fact must also be true) (Eriksson and Penker 1999).
Business rules are designed in terms of modular tasks
and encapsulated into BPMN business rules tasks. To rep-
resent inference business rules, we used the de-facto stan-
dard for semantic rules on the web, Semantic Web Rule
Language (SWRL) (W3C 2004). SWRL rules can be con-
nected to facts expressed in Resource Description
Framework (RDF) (W3C 2014) and to classes expressed
in Web Ontology Language (OWL) (W3C 2012), to allow
facts and rules to be split or combined into flexible logical
sets (Wang et al. 2005; Meech 2010). Business rules
modeling and execution is an important application of
the Semantic Web in collaborative environments (Meech
2010).

The third technological enabler is the privacy-preserving
collaborative analytics. With regards to it, a workflow model
is also used to assemble data flow together while preserving
each individual flow. To maximize the usability of data flow
without violating its market value, a suitable data
perturbation technique is proposed, enabling collaborative
analytics. Indeed relevant marketing concerns largely prevent
data flow in collaborative networks. More specifically, busi-
ness data is perturbed via digital stigmergy, i.e., a processing
schema based on the principle of self-aggregation of marks



produced by data. Stigmergy allows protecting data privacy,
because only marks are involved in aggregation, in place of
actual data values. There are two basic features which allow
stigmergy to protect data flows in OCN. The first is the de-
centralization of control in decision making: each member has
a partial view of the process which is insufficient to make the
decision. Second, members are not statically organized but
can dynamically move between different virtual enterprises.

In terms of supporting information technology, the combi-
nation of the first two enablers can support life cycle mainte-
nance when managing process improvement and dynamic
process changes. In the literature these aspects are usually
referred to as dynamic BPs (Grefen et al. 2009), context-
aware BPs and self-adaptation of BPs (Cimino and
Marcelloni 2011). More specifically: (ii) the BPMN 2 speci-
fication includes a number of constructs and design patterns to
model decentralized business-collaborations (Bechini et al.
2008); (i) the service-oriented computing, which is at the core
of the BPMN 2 conception, is purposely designed to provide
flexible, dynamic, component-oriented interoperability, for
the dynamic composition of business application functionality
using the web as a medium (Cimino and Marcelloni 2011).
However, the web services framework offers a low level of
semantics for the specification of rich business processes,
which is important for interoperability (Grefen et al. 2009).
In the literature, considerable work employs Semantic Web as
a prominent technique for semantic annotation of Web
Services (Zeshan and Mohamad 2011). With the help of
well-defined semantics, machines can understand the infor-
mation and process it on behalf of humans, as software agents
(Cimino andMarcelloni 2011). Furthermore, SemanticWeb is
at the core of context-awareness based modeling, where two
levels can be distinguished to improve reusability ad adapt-
ability: the service level and the external environment or con-
text level (Furno and Zimeo 2014).

Given the above enablers, both the proposed approach and
the prototype are referred to as DLIWORP: Distributed
Business Logic Integration via Workflow, Rules and Privacy-
preserving analytics. To better characterize the DLIWORP
approach from a functional standpoint, the next section

illustrates a pilot scenario, which will be employed to explain
all the functional modules of the system.

4 Enacting Open Collaborative Network:
a functional view through a pilot scenario

4.1 A pilot scenario of business collaboration

As an example of business collaboration, let us consider the
pilot scenario of Fig. 2, concerning the design and the imple-
mentation of machinery. The scenario comes from a real-
world case that has been established in a project named
BPMI 3.0^.

Here, the participants involved in the business are repre-
sented on the left: the client, the mechanical and the electrical
firms. Both design and development activities, represented in
the middle, are made of two main tasks: a mechanical task and
an electrical task, carried out by the two respective firms.
Finally, the management activity, which is represented on
the right, consists in the coordination of the participants and
in the orders planning tasks. With regard to the orders plan-
ning, each company schedules tasks on the basis of its own
private business rules.

An order type can be either standard or innovative, i.e., an
order very similar or completely different with respect to the
past orders, respectively. An order can be performed either in
the short or in the long period, depending on the following of
factors: the order type, the number of Bin progress^ orders, the
payment time, and the residual production capacity. The co-
ordination task consists in conducting an iterative communi-
cation between the client and the firms, whose result is the
order’s planning or its rejection.

4.2 BPMN and workflow design

In order to describe the workflow design phase of the
DLIWORP approach, let us first introduce some basic
BPMN elements. To describe business processes, BPMN of-
fers the Business Process Diagram (BPD). A BPD consists of

Fig. 2 Business collaboration:
representation of a pilot scenario
related to making machinery



basic elements categories, shown in Fig. 3 and hereunder de-
scribed from left to right. Events are representations of some-
thing that can happen during the business process; business
flow is activated by a start event and terminated by an end
event, while intermediate events can occur anywhere within
the flow. BPMN offers a set of specialized events, such as the
send/receive message events. Gateways represent decision
points to control the business flow. The exclusive and the
parallel gateway create alternative and concurrent flows, re-
spectively. A pool is a participant in a business process,
enclosing his workflow. An atomic business activity is a task.
Different task types are allowed, and represented with differ-
ent icons. The Control flow shows the order of execution of
activities in the business process, whereas the message flow
represents messages exchanged between business subjects.

Figure 4 shows a BPMN process diagram of the pilot sce-
nario, consisting in the collaborative planning of an order. The
start event in theClient pool indicates where the process starts,
with a new order created in a user task, a task performed with
the help of a person. A message with the order is sent from the
client to the Shared Order Planning System, called hereafter
BPlanning System^ for the sake of brevity. The Planning
System splits the order into two parts, i.e. a mechanical and
an electrical part, and sends them to the mechanical and elec-
trical firms, respectively. Then, each firm performs its plan-
ning, represented as a business rule task, i.e., a specific BPMN
task type. In a business rule task, one or more business rules
are applied in order to produce a result or to make a decision,
by means of a Business Rule Management System (BRMS)
which is called by the process engine. The BRMS then eval-
uates the rules that apply to the current situation.

It is worth noting that each pool of a firm is supposed
to be executed in a firm’s private server, whereas the
Planning System and the Client pools are supposed to
be executed in a shared server. This way, the business
rules of each firm are completely hidden to the
Community. The decision of each firm is then sent to
the Planning System, which carries out a logical combi-
nation via another business rule task, i.e., Order Planning,
providing the Client with the overall planning of the or-
der. Subsequently, the Client receives the planning and
performs an assessment of it. The planning can either be

revised, by creating a new order, or accepted, which
causes the end of the workflow.

The next section covers the business rules design, i.e., how
a business rule task is designed and implemented.

4.3 Semantic web and business rules design

An ontological view of the collaborative planning of an order
is represented in Fig. 5, where base concepts, enclosed in gray
ovals, are connected by properties, represented by black di-
rected edges. More formally, a Client creates a New Order,
which is characterized by a type (which can assume the value
Bstandard^ or Binnovative^), a term (which can assume the
value Bshort^ or Blong^) and a payment (which can assume
the value Bfast^ or Bslow^). The new order is made of Work
Modules. Work module is a generalized and abstract concept,
i.e., it cannot be instantiated. In figure, the name of abstract
concepts is represented with italic style. Mechanical Module
and Electrical Module are work modules specialized from
Work Module. In figure, specialized concepts are shown with
white ovals and are connected by white directed edges to the
generalized concept. Each module is characterized by a term
(which can assume the value Bshort^ or Blong^), and is imple-
mented by aMechanical orElectrical Firm, respectively. Each
firm inherits two properties from the generalized concept
Firm. A firm has an in progress orders and retains a
Residual Production Capacity. Both properties can assume
the value Btrue^ or Bfalse^.

The Ontology represented in Fig. 5 can be entirely defined
by using OWL, which is characterized by formal semantics
and RDF/XML-based serializations for the Semantic Web.
More specifically, the RDF specification defines the datamod-
el. It is based on XML data types and URL identification
standards covering a comprehensive set of data types and data
type extensions. The OWL specification is based on an RDF
Schema extension, with more functional definitions.

The business rules of each participant can then be defined
by using concepts of the Ontology and the structure of the
SWRL is in the form of Bhorn clauses^, following the familiar
condition/result rule form. For the sake of brevity, in the sce-
nario the ontology is globally shared between participants and
the business rules are different for each participant. However,

Fig. 3 Basic BPMN elements:
events, gateways, pool, task,
flows



the ontology can be also modularized, to avoid sharing private
concepts.

More specifically, the business rules can be informally
expressed as follows:

(i) a mechanical firm places a new order in the short term if
its type is standard and there are no in-progress orders;
otherwise the order is placed in the long term;

(ii) an electrical firm places a new order in the short time if
there is a residual production capacity and the payment is
fast or if the payment is slow and its type is standard;

(iii) the planning system places a new order in the short term
only if both modules have been placed in the short term.

Figure 6 shows the above knowledge in a natural language,
via if-then rules.

An example of formal business rules expressed in SWRL is
shown in Fig. 7, in the human readable syntax, which is com-
monly used in the literature with SWRL rules and in rule
editor GUI. In this syntax: the arrow and the comma represent
the then and the and constructs, respectively; a variable is
indicated prefixing a question mark; ontological properties
are written in functional notation. In the example of in
Fig. 7, each property can be found in the ontology of Fig. 5.

The next section covers the business rules design, i.e., how
a business rule task is designed and implemented.

4.4 Stigmergy and privacy-preserving collaborative
analytics

Business rules are usually designed according to goals which
are measurable via related Key Performance Indicators
(KPIs), for each company and for the community itself. For
this reason, the usability of the data flow connected to the
workflow is a fundamental requirement. In a collaborative
network the computation of KPIs must preserve the marketing
value of data source to be aggregated, avoiding industrial es-
pionage between competitors. In this section, we show the
collaborative analytics technique designed for the
DLIWORP approach.

Well (2009) defined formally the term collaborative analyt-
ics, as Ba set of analytic processes where the agents work
jointly and cooperatively to achieve shared or intersecting
goals^. Such processes include data sharing, collective analy-
sis and coordinated decisions and actions. Collaborative ana-
lytics, while encompass the goals of their conventional coun-
terparts, seek also to increase visibility of important business

Fig. 4 A simplified BPMN
Process diagram of the
collaborative planning of an order

Fig. 5 An ontological view of the collaborative planning of an order



facts and to improve alignment of decisions and actions across
the entire business (Well 2009; Chen et al. 2012).

The focus here is not on specific KPIs: the technique is
suitable for any business measurements that need to be aggre-
gated handling company’s data.

The problem in general can be brought back to comparing
providers’ performance. In practice, a collective comparison is
related to the Bto share or not to share^ dilemma (Fig. 8), an
important reason for the failure of data sharing in collaborative
networks.

In the dilemma, a typical buyer does not like to share the
performance of his good providers (keeping a competitive
advantage over its rivals) and likes to share the performance
of a bad provider (showing his collaborative spirit). However,
each buyer knows a subset of the providers available on the
market. The fundamental question of a buyer is: howmuch are
my providers good/bad? To solve this question, providers’
performance should be shared. This way, buyers with good
providers would lose the competitive advantage. Given that

nobody knows the absolute ranking of his providers, to share
this knowledge is risky and then usually it does not happen.

In the literature, this problem is often characterized as
BValue System Alignment^ (Macedo et al. 2013). Values are
shared beliefs concerning the process of goal pursuit and out-
comes, and depend on the standard used in the evaluation. An
example of value model is the economic value of objects,
activities and actors in an e-commerce business. There are a
number of methodologies and ontologies to define value
models supporting BPs (Macedo et al. 2013). CN are typically
formed by heterogeneous and autonomous entities, with dif-
ferent set of values. As a result, to identify partners with com-
patible or common values represents an important success
element. However, tools to measure the level of alignment
are lacking, for the following reasons: (i) the collection of
information to build a model can be very difficult; (ii) the
models are not easy to maintain and modify; (iii) if there are
many interdependencies between values, the calculation be-
comes very time consuming because often it demands a record

Fig. 6 Business rules for each
task of the collaborative planning
of an order, expressed in natural
language

Fig. 7 An example of formal
business rules expressed in
SWRL, using the human readable
syntax



of past behavior that might not be available. Generally speak-
ing, the approaches proposed for value system alignment are
knowledge-based and belong to the cognitivist paradigm
(Avvenuti et al. 2013). In this paradigm, the model is a de-
scriptive product of a human designer, whose knowledge has
to be explicitly formulated for a representational system of
symbolic information processing. It is well known that
knowledge-based systems are highly context-dependent, nei-
ther scalable nor manageable. In contrast to knowledge-based
models, data-driven models are more robust in the face of
noisy and unexpected inputs, allowing broader coverage and
being more adaptive. The collaborative analytics technique
based on stigmergy proposed in this paper is data-driven,
and takes inspiration from the emergent paradigm. In this
paradigm, context information is augmented with locally
encapsulated structure and behavior. Emergent paradigms
are based on the principle of self-organization of data,
which means that a functional structure appears and stays
spontaneous at runtime when local dynamism in data oc-
curs (Avvenuti et al. 2013).

More specifically, our solution comes from perturbing
business data via digital stigmergy. Stigmergy allows
masking plain data by replacing it with a mark, a data
surrogate keeping some original information. Marks en-
able a processing schema based on the principle of self-
aggregation of marks produced by data, creating a collec-
tive mark. Stigmergy allows protecting data privacy, be-
cause only marks are involved in aggregation, in place of

original data values. Moreover, the masking level provid-
ed by stigmergy can be controlled so as to maximize the
usability of the data itself.

Let us consider an extension of the pilot scenario, with a
new behavior in the workflow of Fig. 4: when the mechanical
or the electrical planning does not satisfy the client require-
ments, the Planning System must be able to select an alterna-
tive partner. To achieve this extension, an Order Planning
Assessment activity should be carried out by the Planning
System too. Then, another activity, called Select Alternative
Partner, should compare partners’ performance to carry out a
selection. Such performance must be made available by a
collaborative analytics process.

Figure 9 shows an example of data flow designed to im-
plement a privacy-preserving collaborative analytics process
in the DLIWORP approach. The Collaborative Analytics
System (called hereafter BSystem^ for the sake of brevity) is
the main pool located on a shared server and coordinating
pools of registered buyers. Each buyer’s pool is located on a
private server.

The main goal of the data flow is to create a public
collective mark by aggregating buyers’ private marks.
This aggregation process protects buyers’ mark from be-
ing publicized. More specifically, at the beginning the
System randomly extracts a buyer and generates a ficti-
tious collective mark. A fictitious mark is a mark created
from artificial data that mimics real-world data, and then
cannot be distinguished from an actual mark in terms of
features. The collective mark is then anonymously sent to
the extracted buyer, who adds his private mark to it and
ask the System for the next buyer. The system will answer
with a randomly extract next buyer. Then, the buyer sends
anonymously the collective mark. This way, the collective
mark is incrementally built and transferred from a buyer
to another one, under orchestration of the System. Each
buyer is not aware of his position in the sequence. This is
because the first extracted buyer receives a fictitious col-
lective mark, and because the sender is always anony-
mous. The last extracted buyer will be provided with a
fictitious buyer by the system. Such fictitious buyer actu-
ally corresponds to the System itself. After receiving the
collective mark, the System subtracts the initial fictitious
mark, thus obtaining the actual collective mark, which is
then processed (so as to extract some common features)
and sent to all buyers. By comparing the collective mark
with his private mark, each buyer will be able to assess
his position with respect to the collective performance.
The results of this process can be used by to select a
partner whose performance is higher than the collective
performance.

In the next section let us consider the marker-based
stigmergy, which is the basis for the data perturbation
and integration used in the DLIWORP approach.

Fig. 8 A representation of the Bto share or not to share^ dilemma
between a group of buyers



5 Using stigmergy as collaborative analytics
technique

Stigmergy can be defined as an indirect communication
mechanism allowing autonomous individuals to structure
their collective activities through a shared local environ-
ment. In the literature, the mechanisms used to organize
these types of systems and the collective behavior that
emerges from them are known as swarm intelligence,
i.e., a loosely structured collection of interacting entities
(Avvenuti et al. 2013; Gloor 2006; Bonabeau et al.
1999). In our approach, the stigmergic mechanism has
been designed as a multi-agent system. Software agents
are a natural metaphor where environments can be
mode led as soc ie t ies o f au tonomous sub jec t s
cooperating with each other to solve composite prob-
lems (Cimino and Marcelloni 2011). In a multi-agent
system, each agent is a software module specialized in
solving a constituent sub-problem.

The proposed a collaborative analytics mechanism is based
on two types of agents: the marking agent and the analytics
agent, discussed in the next section.

5.1 The marker-based stigmergy

Let us consider a real value – such as a price, a response time,
etc. – recorded by a firm as a consequence of a business
transaction. As discussed in Section 3, to publicize the plain
value with the associated context may provide advantages to
other firms over the business competition. In this context, data

perturbation techniques can be efficiently used for privacy
preserving. In our approach a real value is represented and
processed in an information space as a mark. Thus, marking
is the fundamental means of data representation and aggrega-
tion. In Fig. 10 the structure of a single triangular mark is
represented. Here, a real value xj, recorded at the time t by
the j-th firm, is represented with dotted line as a mark of
intensity I (t) (x) in the firm’s private space. A triangular mark
is characterized by a central (maximum) intensity IMAX, an
extension ε, and a durability rate θ, with ε>0 and 0<θ <1,
where ε and IMAX are the half base and the height of the
triangular mark, respectively.

Figure 10 shows, with a solid line, the same mark after
a period τ. In particular, the mark intensity spatially de-
creases from the maximum, corresponding with the re-
corded value xj, up to zero, corresponding with the value
of xj ± ε. In addition, the intensity released has a durability
rate, θ, per step, as represented with the solid line. More

Fig. 10 A single triangular mark released in the marking space by a
marking agent (dotted line), together with the same mark after a
temporal step (solid line)

Fig. 9 DLIWORP approach: an example of collaborative analytics using marker-based stigmergy to preserve individual data source



precisely θ corresponds to a proportion of the intensity of
the previous step. Hence, after a certain decay time, the
single mark in practice disappears.

Let us consider now a series of values, xj
(t), xj

(t + τ), xj
(t +

2τ), …, recorded by a firm as a consequence of a series of
business transactions. Marks are then periodically released
by marking agents. Let us suppose that each firm has a
private marking space and a private marking agent. The
decay time is longer than the period, τ, by which the
marking agent leaves marks. Thus, if the company holds
very different values in the series, the marking agent re-
leases marks on different positions, and then the mark
intensities will decrease with time without being rein-
forced. If the company holds an approximately constant
value, at the end of each period a new mark will super-
impose on the old marks, creating a lasting mark. More
formally it can be demonstrated that the exact superimpo-
sition of a sequence of marks yields the maximum inten-
sity level to converge to the stationary level IMAX /(1- θ)
(Avvenuti et al. 2013). For instance, with θ = 0.75 the
stationary level of the maximum is equal to 4⋅IMAX.
Analogously, when superimposing N identical marks of
different companies, we can easily deduce that the inten-
sity of the collective mark grows with the passage of time,
achieving a collective stationary level equal to N times the
above stationary level.

Figure 11 shows four private marks (thin solid lines)
with their collective mark (thick solid line) in three dif-
ferent contexts, created with IMAX = 10, ε = 0.3, θ = 0.75.
In Fig. 11a the private marks have a close-to-triangular
shape, with their maximum value close to IMAX /(1- θ) =
4⋅IMAX = 40. It can be deduced that, in the recent past,
record values were very close and almost static in the
series. As a consequence, also the collective mark has a
shape close to the triangular one, with a maximum value
close to N⋅40 = 160. We say reference private marks and
reference collective mark when marks are exactly triangu-
lar, because they produce the highest marks. Figure 11b
shows a sufficiently static context, where record values in
the recent past were not very close and not very static. For
this reason, private marks have a rounded-triangular shape
and the collective mark has a Gaussian-like shape.
Finally, Fig. 11b shows an actual market context, where
private and collective marks are very dynamic.

The first important observation is that Fig. 11a and b
do not present privacy problems, because all companies
have similar performance. i.e., their providers are equiva-
lent. In Fig. 11c there is dynamism but also a structural
difference between companies: two of them have better
performance. Here, the reference private marks and the
reference collective mark are also shown, with dashed
lines and located at the barycenter of the collective mark.
It is worth noting that the contrast between marks and

reference marks is a quite good indicator of the position
and the dynamism of each company in the market. The
two best companies are at the right of the reference pri-
vate mark. Furthermore, all companies are in a dynamic
context, because the shape of their marks is far from the
triangular one. Finally, comparing the shapes of the refer-
ence collective mark and the collective mark, it can be
also deduced the amount of overall dynamism.

We can associate some semantics to the parameters of a
mark. A very small extension (ε→ 0) and a very small
durability rate (θ→ 0) may generate a Boolean process-
ing: only almost identical and recent records can produce
collective marking. More specifically to increase the ex-
tension value implies a higher uncertainty, whereas to in-
crease the durability value implies a higher merging of
past and new marks. A very large extension (ε→) and a
very large durability rate (θ→ 1) may cause growing col-
lective marks with no stationary level, because of a too
expansive and long-term memory effect. Hence, the per-
turbation carried out by stigmergy can be controlled so as
to maximize the usability of the data itself while
protecting the economic value of information.

To summarize the approach, Fig. 12 shows the classi-
fication of four recurrent patterns in marking, based on
the proximity to a triangular shape and to a barycentric
position of the mark (solid line) with respect to the refer-
ence mark (dashed line).

Fig. 11 Four private marks (thin solid lines) with their collective mark
(thick solid line) in different contexts: a very static; b sufficiently static; c
dynamic with reference marks (dashed line). IMAX = 10, ε = 0.3, θ = 0.75



Exploiting the above observations, in the following, we
discuss how a different type of agent can recognize the
patterns of Fig. 12: the analytics agent. Basically, the
analytics agent is responsible for assessing the similarity
and the integral difference of a mark with respect to the
corresponding reference mark, as represented in Fig. 13.
More formally, given a reference mark, A, and a mark, B,
their similarity is a real value calculated as the area cov-
ered by their intersection (colored dark gray in the figure)
divided by the area covered by the union of them (colored
light and dark gray). The lowest similarity is zero, i.e., for
marks with no intersection, whereas the highest is one,
i.e., for identical marks. The barycentric difference is the
normalized difference between the right and the left areas
of the mark with respect to the barycenter of the reference
mark.

Thus, the proximity to a triangular shape can be then mea-
sured by the similarity, whereas the barycentric position of the
mark with respect to the reference mark can be assessed by
means of the barycentric difference, as represented in Fig. 14.

5.2 A numerical example of collaborative analytics based
on stigmergy

In Section 4.4, we considered, in an extension of the pilot
scenario, an activity called Select Alternative Partner,
which compares partners’ performance to carry out a se-
lection. Such performance can be made available by a
collaborative analytics problem. In this section we adopt
e the KPI productivity as an example of partners’ perfor-
mance, and we show a numerical example of processing
of such KPI, performed by the marking agent and the
analytics agent. The numerical example is based on the
publicly available dataset Belgian Firms,1 containing 569
records each characterized by four attributes: capital (total
fixed assets), labour (number of workers), output (value
added) and wage (wage cost per worker) (Verbeek 2008).

Starting from raw data, the KPI productivity has been first
calculated as output divided by labour. Then, 7 clusters
representing provider companies have been derived by
using the Fuzzy C-Means algorithm. Subsequently, 4
buyers have been supposed, and each buyer has been con-
nected to three providers.

Figure 15 shows the output of the marking agent in
terms of private marks (solid gray lines), collective mark
(solid black line), and reference marks (dotted lines), with
different extension values: (a) ε = 30 for all buyers; (b)
ε = 60 for B1 and ε = 30 for the others. In the figure, the
buyer B1 has been highlighted with a larger thickness. It
can be noticed that the different extension values sensibly
modifies the shape, and then the perturbation, of the
buyer’s private mark.

Table 2 shows the patterns recognized by the analytics
agent. It is worth noting that, despite the different level
of perturbation that affected the buyer B1, there are no
differences in the Performance patterns detected.

6 Architecture, administration and experimentation
of the supporting system

This section focuses on the OCN as a system in its life-cycle.
A prototypical system architecture for the DLIWORP ap-
proach has been developed and experimented under a research
and innovation program supporting the growth of small-
medium enterprises.

So far we have identified three technological enablers on
the basis of initial requirements, and then we have defined
standard specifications and technological solutions, address-
ing each of the factors. As a foundation of our approach, we
require decomposition of modeling into workflow, business
rules, and privacy-preserving collaborative analytics. An es-
pecially important point is that, if just one factor is not sup-
ported, then the other two factors cannot adequately foster the
distributed business logic inherent in the OCN.

(a) stable and average performance (b) variable and positive performance

(c) variable and negative performance (d) very dynamic and balanced performance

Fig. 12 Classification of four
recurrent patterns in marking,
based on the proximity to a
triangular shape and to a
barycentric position of the mark
(solid line) with respect to the
reference mark (dashed line)

1 http://vincentarelbundock.github.io/Rdatasets/doc/Ecdat/Labour.html



We have described our approach through a demonstra-
tive scenario, to shows how information technology orient-
ed solutions can be integrated towards the business per-
spective. The pilot scenario is representative of some other
scenarios which have been developed and tested in the
context of the regional research and innovation project.
However, the scenario cannot be considered a reference
case. Our main purpose is to show the ability of the ap-
proach to express aspects of interest that have been en-
countered in a real-world OCN. In the literature, the bene-
fits of collaboration are clear, but it is also apparent that
different paths to a successful collaboration can be envis-
aged, since many drivers exist and new ones tend to appear
(Camarinha-Matos et al. 2014). Indeed, emergent behavior
resides in keeping enterprises prepared to manage different
kinds of business processes. This entails support for ab-
straction and modeling techniques in combination. Here,
the notion of business process model provides a number
of advantages to capture the different ways in which each
case (i.e., process instance) in an OCN can be handled: (i)
the use of explicit process models provides a means for
knowledge sharing between community members; (ii) sys-
tems driven by models rather than code have less problems
when dealing with change; (iii) it better allows an automat-
ed enactment; (iv) it better support redesign; (v) it enables
management at the control level.

The remainder of this section is organized into three sub-
sections, covering the system architecture, the system admin-
istration, and its experimentation, respectively.

6.1 System architecture

Figure 16 shows an UML (Unified Modeling Language)
architectural view of an OCN supporting the DLIWORP
approach. Here, device, execution environment and
component are represented as dark gray cuboids, light
gray cuboids, and white rectangles, respectively. Links
between execution environments represent bidirectional
communication channels, whereas usage relationships
between components are specified by their provided
and required interfaces, represented by the Blollypop^
and Bsocket^ icons, respectively. Finally, user roles are
represented by the Bstick man^ icon. There are three
device categories: Business Community Server, which
is the computer(s) hosting data and services shared by
the collaborative network; Company Server, which is a
computer hosting data and services that must be kept
private by each company; Client, which is a personal
or office computer hosting client applications for users.
There are two users (roles): Business Worker, who is a
participant to a workflow of the collaborative network;
a business worker uses the Web Browser as main exe-
cution environment; Business Logic Manager is respon-
sible for designing and deploying the business logic, via
the DLIWORP approach; he uses different client appli-
cations: a Stigmergic Modeler for designing data pertur-
bation, a Semantic Modeler for designing ontology and
semantic rules, a Workflow Modeler for designing an
executable business collaboration, and a Business
Analytics environment to access the collaborative analyt-
ics. There can be many business workers and business
logic managers for each company. Both the Business
Community Server and the Company Server have the
fol lowing execut ion environments: a Workflow
Management System, where workflows are deployed
(in the Business Process Model knowledge base), exe-
cuted (by the Workflow Engine), and recorded (by the
Event Repository database); a Semantic Web Service,
hosting the Ontology and Rules knowledge base and
the Semantic Engine for executing business rule tasks;
a Multiagent System Manager, hosting the Marking
Agent and the Analytics Agent, as well as their Marks
Repository.

Fig. 14 Analytics agent: classification of patterns on the basis of
Similarity (S) and barycentric Difference (D)

Fig. 13 Representation of
Similarity (S∈[0,1]) and
barycentric Difference (D∈[−1,1])
of a mark (B) with respect to the
corresponding reference mark (A)



Specific point-to-point connections of the above execution
environments in a network of independent nodes should be
avoided, because it hampers maintenance (Bechini et al.
2008). Thus, the execution environments should be connected
to an Enterprise Service Bus (ESB), a service-oriented
middleware for structural integration. For this purpose, the
Content Based Routing component provides a routing service
that can intelligently consider the content of the information
being passed from one application to another, whereas the
Transformation Services transform data to and from any for-
mat across heterogeneous structure and data types. In addition,
the latter module can also enhance incomplete data, so as to
allow execution environments of different vendors to coexist.
An ESB can also be connected to other ESBs, to allow an easy
integration between collaborative networks.

Moreover, the execution environment hosting the ESB
hosts an Enterprise Service Portal (ESP), a framework for
integrating information, people and processes across orga-
nizational boundaries. For this purpose, the Users
Management , the Groups Management , and the
Messages Management components provide support for
profiles, privileges, roles, workgroups, companies, busi-
ness messaging, etc. The Web Content Management com-
ponent allows to create, deploy, manage and store content

on web pages, including formatted text documents, em-
bedded graphics, photos, video, audio, etc. The Records
Management component allows managing what represents
proof of existence. Indeed, a record is either created or
received by an organization in pursuance of or compliance
with legal obligations, in a business transaction. The
Document Management component is used to track and
store documents, keeping track of the different versions
modified by different users (history tracking). Finally, the
Content Repository component is the main store of digital
content shared by the above components. It allows man-
aging, searching and accessing sets of data associated
with different services, thus allowing application-
independent access to the content.

The System has been developed with public domain soft-
ware, in order to be completely costless in terms of licenses for
the firms joined to the research program. Table 3 lists the
software products that have been considered. For each com-
ponent, a comparative analysis has been carried out to choose
the most fitting product, represented in boldface style in the
table. The main features that have been taken into account in
the comparative analysis are: full support with the standard
languages (mostly BPMN 2.0 and SWRL); interoperability;
free license and usability.

Table 2 Performance patterns of
each buyer, with respect to
Similarity (S) and barycentric
Difference (D) for the Belgian
Firms scenario

S D Performance pattern S D Performance pattern
(a) (b)

B1 0.26 −0.07 dynamic and balanced B1 0.32 −0.03 dynamic and balanced

B2 0.73 −0.08 stable and average B2 0.77 −0.01 stable and average

B3 0.37 −0.58 variable and negative B3 0.36 −0.64 variable and negative

B4 0.31 −0.20 dynamic and balanced B4 0.39 0.15 dynamic and balanced

Fig. 15 Belgian firms scenario: four buyers’ private marks (solid gray lines), collective mark (solid black line), and reference marks (dotted lines), with
different extension values: a ε = 30 for all buyers; b ε = 60 for the buyer B1 (with larger thickness) and ε = 30 for the others



Fig. 16 Overall architectural view of a OCN supporting the DLIWORP approach



Fig. 17 User interface view of
the Enterprise Service Portal,
created via Alfresco community

Table 3 Software products
compared for the DLIWORP
system implementation

System component Software product Web reference

Enterprise Service Portal Liferay

eXo platform

Alfresco

Magnolia

Nuxeo

Jahia

Apache Lenya

www.liferay.com

www.exoplatform.com

www.alfresco.com

www.magnolia-cms.com

www.nuxeo.com

www.jahia.com

lenya.apache.org

Workflow Engine and Modeler Kaleo

Activity

Aperte Workflow

BonitaBpm

jBPM

www.liferay.com

activiti.org

www.aperteworkflow.org

www.bonitasoft.com

www.jbpm.org

Semantic Engine and Modeler Apache Stanbol

Apache Jena

Pellet

Protegè

stanbol.apache.org

jena.apache.org

clarkparsia.com/pellet

protege.stanford.edu

Multiagent System Manager Repast Symphony

Jade

repast.sourceforge.net

jade.tilab.com

Business Analytics Jaspersoft

Alfresco Audit Analysis and Reporting

Alfresco Business Reporting

Pentaho

QlikView

SpagoBI

community.jaspersoft.com

addons.alfresco.com

addons.alfresco.com

www.pentaho.com

www.qlik.com

www.spagobi.org

The product selected has been represented with boldface style



6.2 System administration

Each of the above system components has been configured or
customized to support the major activities carried out by actors
for achieving their expected business process results. This
customization process mainly consists in (i) exposing func-
tionalities essential for the user role and (ii) hiding function-
alities that are not applicable. For this purpose, 71 overall use
cases were determined in the analysis phase of the project. In
what follows, the user-interface views of the key functions
supported by the system are summarized, together with the
most important use cases.

The Enterprise Service Portal shall support and facili-
tate 27 use cases, grouped into four categories: (i) actors
management (including creation, modification, access and
manipulation); (ii) membership and structure manage-
ment; (iii) profiling and competency management (includ-
ing collaborative rating); (iv) sharing and exchange of
spaces, resources, messages, opinions for collaboration
with actors, including following, searching, inviting ac-
tors, tagging. As an example, Fig. 17 shows a web-
based user interface of the Enterprise Service Portal, re-
lated to a technical document of a new order which was
previously uploaded in an actor’s library. The interface

Fig. 19 User interface view of the Semantic Modeler, created via Protégé

Fig. 18 User interface view of the Workflow Modeler, created via activity designer



Fig. 21 User interface view of the Business Analytics, created via Pentaho Data Integration and QlikView

Fig. 20 User interface view of the Multiagent System Manager, created via Repast Symphony



allows to show, modify, copy, move, comment, share and
Blike^ the document and its properties, but also to start the
workflow by using it as an input data object, to manage
access rights, to set it as preferred.

TheWorkflow engine and modeler supports and facilitates
11 use cases, belonging to four categories: (i) workflow man-
agement (including creation, selection, modification, access
and manipulation); (ii) task management (select and carry
out the next task, list the users who are eligible for performing
a task, list the previous tasks); (iii) actors management (actor
creation, assigning tasks to actors); (iv) data objects and stor-
age management (data object creation, scope, flow). As an
example, Fig. 18 shows the user interface of the Workflow
Modeler, with the editor providing a graphical modeling can-
vas and palette. A business process in BPMN 2.0 notation can

be easily created, converted into XML, and deployed on the
workflow engine. Deployment artifacts can be also imported
into another Workflow Modeler.

The Semantic Engine and Modeler supports 9 use cases of
three categories: (i) ontology management (ontology creation,
editing, selection, deletion); (ii) rule management (insertion,
selection, editing, deletion); (iii) engine management (apply
ontology and rules). As an example, in Fig. 19 the Semantic
Modeler is shown. Here, the ontology of a collaborative plan-
ning of an order (modeled in Figs. 5 and 6) has been created.
More specifically, the modeler allows (i) to organize concepts
of the domain in classes and hierarchies among classes; (ii) to
define the properties of the classes; (iii) to add constraints
(allowed values) on the properties; (iv) to create instances;
(v) to assign values to the properties for each instance.

The Multiagent System Manager supports 8 user cases,
separated into the following categories: (i) marking agent
management (agent creation, editing, deletion, execution, pa-
rameterization); (ii) analytics agent management (agent crea-
tion, editing, deletion, integration, execution, parameteriza-
tion). Figure 20 shows the user interface view of the
Multiagent System Manager, which allows starting, stopping
and managing the stigmergic process carried out by the differ-
ent agents. The panel provides also a configuration menu
where to set the most important parameters, such as the dura-
bility (or evaporation) rate, mark extension, and mark maxi-
mum intensity.

Finally, The Business Analytics component supports 16 use
cases, organized into four categories: (i) report template man-
agement (template create, modify, remove, search); (ii) ETL
(Extract, Transform and Load) procedure definition, modify,
remove; (iii) report production schedule (definition, modify,
remove); (iv) ad-hoc report management (create, show, ex-
port, search, remove); (v) dashboard management (create, ed-
it, export, remove). In Fig. 21 the user interface view of the
Business Analytics is shown. More precisely, Pentaho Data
Integration delivers a graphical design environment for ETL
operations of the input stream data. In addition, a variety of
dashboards (e.g., on the right) can be configured combining
data source via QlikView.

6.3 System experimentation

Since the system has been developed via integration and cus-
tomization of a number of open source software products, a
two-level test has been carried out.

6.3.1 Unit test

Each system component has been tested on the basis of the
related use cases, whose number is summarized in Table 4.
This kind of test has been managed by one software company
participating to the project, and 4 companies involved in

Table 5 System test: business scenarios and related features

Business
scenario

Description Features

a) Anti-
vibration
component

A system used to
attenuate
vibration on vehicles

Type of order: standard
Partners involved: 3
External subcontractors:

yes
Business documents:

20

b) Painting
machine

A machine designed
to support process
chains

Type of order: innovative
Partners involved: 3
External subcontractors:

yes

Business documents: 11

c) Mors
component

A system for disc
manufacturing via
compression.

Type of order: standard
Partners involved: 2
External subcontractors:

no
Business documents: 9

d) Slab press A machine for leather
ironing and embossing

Type of order: innovative
Partners involved: 2
External subcontractors:

yes
Business documents: 15

e) Wooden
drum

A machine in Iroko
wood for tanning

Type of order: innovative
Partners involved: 2
External subcontractors:

yes
Business documents: 11

Table 4 Unit test: number of test cases for each component

Component No. of test cases

Enterprise service portal 27

Workflow engine and modeler 11

Semantic engine and modeler 9

Multiagent system manager 8

Business analytics 16



business collaborations. Each use case has been carried out
either 2 times (whenever no fault is discovered) or 4 times
(whenever some faults are discovered). More specifically:
(a.1) each test case is tested by the software company, via an
independent test team for internal acceptance and for creating
the user’s guides; (a.2) in each participating company a staff
responsible for related test cases is designated; such staff is

then trained by the software company; each test case is then
tested by the staff; (a.3) in case of faults, the test team of the
software company is in charge of carrying out again the test
case with the new software release; (a.4) the test case is per-
formed again by the participating company with the new soft-
ware release. As a result, each test case of the system has been
adequately implemented.

6.3.2 System test

It comprises the execution of 5 real-world order planning in-
stances, summarized in Table 5 as end-to-end scenarios, to
verify that the integrated system meets the business require-
ments. More precisely, 9 companies have been directly in-
volved in the integration test: 4 companies who are partners
of the project, and 5 client companies. Further companies have
been indirectly involved as sub-contractor or supplier compa-
nies. The partners roles are: mechanical firm, electrical firm,
assembling firm (who is also front-end responsible for the
product sale), sub-contractor, and supplier.

In each order planning, the involved partners companies
have been coordinated by the system according to a business

Fig. 22 The main phases of the protocol for the collaborative planning of orders in the pilot scenario

Table 6 CSFs and KPIs based on the business rules of Figs. 5 and 6

Company CSF KPI

Mechanical
firm

(i) to better exploit the
production capacity
for the standpoint of
innovation

(i) percentage of
innovative orders

Electrical
firm

(ii) to improve the
exploitation of the
production capacity
in general

(iii) to speed up payment time

(ii) average exploitation
and saturation of the
production capacity

(iii) average payment
time

Overall
community

(iv) to improve the capacity
to follow the client’s
demand

(iv) percentage of orders
revised by the client



protocol modeled in BPMN. Figure 22 shows the major steps
of the protocol, with the following main phases: (i) the client
specifies the product category and its requirements; (ii) the
system proposes a set of front-end companies; (iii) the client
selects a front-end company and starts the agreement process
on product requirements; (iv) if the order is not accepted, the
client selects another front-end company; (v) if the order is
accepted, the front-end company can require a set of partners
for producing the components; (iv) once all partners have been
selected, the front-end company can send the budget to the
client; (v) if the budget is accepted the process ends; (vi) if the
budget is not accepted the client can select another front-end
company.

The collaboration protocol wasmodeled involving the part-
ner companies, and using the methodology of Sharp and
McDermott (2009). It comprises business rules and collabo-
rative analytics, for distributed decision support and data ag-
gregation, respectively. More precisely, in Fig. 22 the business
rule tasks Border planning^ have been developed on the basis
of the business logic presented in Section 4.3. Table 6 lists
some of the KPIs, with the related Critical Success Factors
(CSFs), based on the business rules.

The service tasks Bpropose front-end companies^ and
Bpropose partner companies^, feed by the data storage
BKPIs^, have been developed with the technique presented
in Sections 4.4 and 5, and a seller/buyer rating. The rating is
based on KPIs which are provided as a 1-to-5 relational feed-
back at the end of the collaboration, and summarized in
Table 7.

As an example, Fig. 23 shows a radar chart with the KPIs
values that have been really associated to four seller compa-
nies. The figure is intended as a basis for the viability of
analyses on the different strategies undertaken within the

OCN. More specifically, it shows that the strategy of the
Electrical Firm (EX), is characterized by a focus on post-sale
service and expected delivery, whereas a Mechanical Firm
(MY) better focuses on customization and expected delivery.
In contrast, the strategic objectives of the other two
Mechanical Firms (MX and MZ) are oriented on adequacy
and, in one case, also on post-sale service.

As a result, the above business scenarios have made possi-
ble the initial roll-out of the system into production environ-
ments. Some other pilot projects will start, in order to demon-
strate that the system can achieve a certain average throughput
in terms of CSFs, by improving the innovative production, the
exploitation of the production capacity, the payment time, and
the overall capacity to follow the client’s demand.

Currently, the project evaluation examines whether the pro-
gram is successfully recruiting and retaining its intended par-
ticipants, using training materials, maintaining its timelines,
coordinating partners according to their collaborative process-
es. Once the success in functioning of the process is con-
firmed, subsequent program evaluation will examine the
long-term impact of the program, by taking into account the
quality of the outcomes.

7 Conclusions and future works

To model distributed business logic in OCNs is a challenging
problem mainly due both to the complex interactions compa-
nies may have and the uncertainty such a dynamic environ-
ment rises. Business requirements of OCNs reveal character-
istics of self-organization, distribution, transparency, and mar-
keting concerns on data flow. A focus on OCNs business
logic, supported by technological tools, leads to the

Table 7 KPIs related to the seller/buyer rating

Company type KPI name KPI description

Seller (i) Adequacy
(ii) Reliability
(iii) Customization
(iv) Expected delivery

time
(v) Post-sale service
(vi) Communication

(i) the price is adequate to its
yielded profit

(ii) the condition/level of the
item/service matches its
requirements

(iii) personalized requirements
can be implemented

(iv) frequency and impact of
delays

(v) availability to damage
repair and protection

(vi) satisfied with the seller’s
communication

Buyer (i) Payment
(ii) Changes
(iii) Communication

(i) payment deadlines observed
(ii) frequent running changes
(iii) availability to interaction

and meeting

Fig. 23 The KPIs values associated to some seller companies



integration of three technological enablers: workflow design,
business rules design, and privacy-preserving collaborative
analytics. First, workflow-based coordination is based on the
BPMN 2 standard, and provides a fundamental technology to
integrate distributed activities and data flows. Moreover, the
BPMN provides a notation readily understandable by all busi-
ness stakeholders, supporting the representation of the most
common control-flow patterns occurring for business collab-
orations. Second, business rules encapsulate knowledge relat-
ed to logical tasks, typically decision and control tasks.
Semantic Web based on the OWL/SWRL captures all the
important features needed for business rules modeling: it is a
mature and well-publicized standard, with available training
materials, conformant technology implementations. Semantic
Web documents are very flexible; they can be joined and
shared, allowing many different arrangements of rule bases.
Groups of rules and facts can be easily used with distributed
strategies. Third, marker-based stigmergy allows protecting
business privacy and enabling self-aggregation, thus
supporting collaborative analytics when combined with
workflows. The above enablers have been discussed and
experimented with real-world data, through a pilot scenario
of collaborative order planning. A suitable architectural model
is also presented, together with specific software tools
implementing the most important modules.

We have designed and implemented the DLIWORP
approach under the research and innovation project enti-
tled BPMI 3.0^, which has been co-financed by the
Tuscany Region (Italy) for the growth of the small-
medium enterprises. The approach was first implemented
on a technical proof of concept, which demonstrated the
feasibility of the ideas, verifying that the presented con-
cepts have the potential of being used, and establishing
that the system satisfies the fundamental aspects of the
purpose it was designed for, by touching all of the tech-
nologies in the solution. This first prototype was used as a
demonstrator to prospective companies. Subsequently the
prototype was engineered by a software company, who
determined the solution to some technical problems (such
as how the different companies’ systems might technically
integrate) and demonstrated that a given configuration can
achieve a certain throughput. Some pilot projects have
already been started for an initial roll-out of the system
into production environments. As a future work, the sys-
tem will be cross-validated on different real-world scenar-
ios, involving companies of different sizes and markets, in
order to be consolidated as a design methodology. Thus,
the validation of the proposed ideas has been so far par-
tially achieved. Indeed, a concrete business infrastructure
was successfully implemented, and it was possible to cre-
ate given instances of the processes. However, the ap-
proach can be exhaustively tested with many scenarios
and many real business situations.
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