
PECSN, 3/2/2025 

Exercise 1 

A job consisting of two tasks 𝑋 and 𝑌 has to be scheduled. The duration of the tasks is random, and the JPDF of 
their duration is: 

𝑓(𝑥, 𝑦) = {𝑥 ⋅ 𝑒−(𝑥+𝑦) 𝑥 > 0, 𝑦 > 0
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

1) A requirement is that both conditions a. and b. stated below must hold simultaneously:  
a. the first task lasts less than the second; 
b. the first task lasts less than 2 seconds. 

What is the probability that the schedule meets the requirements? 

2) Is the duration of the two tasks independent? Justify your answer. 
3) Compute the mean duration of the whole schedule. 
4) Compute the variance of the duration of the whole schedule. 

 

Note: you may want to recall that: 

∫ 𝑥 ⋅ 𝑒−𝑥𝑑𝑥 = −𝑒−𝑥(𝑥 + 1) + 𝐶 

∫ 𝑥2 ⋅ 𝑒−𝑥𝑑𝑥 = −𝑒−𝑥(𝑥2 + 2𝑥 + 2) + 𝐶 

∫ 𝑥3 ⋅ 𝑒−𝑥𝑑𝑥 = −𝑒−𝑥(𝑥3 + 3𝑥2 + 6𝑥 + 6) + 𝐶 

 

Exercise 2  

A job may require three different types of processing, respectively called pre-processing, computation, post-

processing. A new job is first inspected by a scheduler, which dispatches it to one of the three processing 

modules: half of the jobs start with pre-processing, one fourth start with computation, and one fourth start with 

post-processing.  After preprocessing or computation, half of the jobs leave the system, whereas the other half 

go on to the next processing stage.  

There are 𝐾 jobs are in the system at any time. When a job leaves, a new one is admitted. The system has one 

processing unit per task. Pre-processing, computation and post-processing take an exponentially distributed 

time, and its mean is 1/𝜇. The scheduler is instead twice as fast as that. 

1) Model the system and compute the routing matrix; 

2) Solve the routing equations and compute the SS probabilities in their general form; 

3) Compute the normalizing constant as a function of the number of customers 𝐾; 

4) Compute the utilization of the processing units and the scheduler; check the formula in limit cases; 

5) Compute the system throughput. 
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Exercise 1 – solution 

1) The requested probability is  

𝑃{𝑋 < 𝑌, 𝑋 < 2} = ∬ 𝑓(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦
𝐶

 

Where 𝐶 ≡ {𝑥 > 0; 𝑦 > 0;  𝑥 ≤ 2;  𝑥 < 𝑦}. Therefore,  

𝑃{𝑋 < 𝑌, 𝑋 < 2} = ∫ (∫ 𝑥 ⋅ 𝑒−(𝑥+𝑦) 𝑑𝑦
+∞

𝑥

) 𝑑𝑥
2

0

 

= ∫ 𝑥 ⋅ 𝑒−𝑥 (∫ 𝑒−𝑦 𝑑𝑦
+∞

𝑥

) 𝑑𝑥
2

0

= ∫ 𝑥 ⋅ 𝑒−2𝑥 𝑑𝑥
2

0

=
1

2
∫ 2𝑥 ⋅ 𝑒−2𝑥 𝑑𝑥

2

0

 

=
1

2
⋅

1

2
∫ 𝑦 ⋅ 𝑒−𝑦 𝑑𝑦

4

0

=
1

4
⋅ [−𝑦 ⋅ 𝑒−𝑦 − 𝑒−𝑦]0

4 =
1 − 5𝑒−4

4
 

 

2) One needs to find the individual densities 𝑓𝑋(𝑥), 𝑓𝑌(𝑦) and check that  𝑓𝑋(𝑥) ⋅ 𝑓𝑌(𝑦) = 𝑓(𝑥, 𝑦). 

𝑓𝑋(𝑥) = ∫ 𝑥 ⋅ 𝑒−(𝑥+𝑦) 𝑑𝑦
+∞

0

= 𝑥 ⋅ 𝑒−𝑥 

𝑓𝑌(𝑦) = ∫ 𝑥 ⋅ 𝑒−(𝑥+𝑦) 𝑑𝑥
+∞

0

= 𝑒−𝑦 

𝑓𝑋(𝑥) ⋅ 𝑓𝑌(𝑦) = 𝑓(𝑥, 𝑦), hence the two RVs are independent. 

 

3) It is 𝐸[𝑋 + 𝑌] = 𝐸[𝑋] + 𝐸[𝑌] , therefore 

𝐸[𝑋] = ∫ 𝑥2 ⋅ 𝑒−𝑥 𝑑𝑥
+∞

0

= 2 

𝐸[𝑌] = ∫ 𝑦 ⋅ 𝑒−𝑦 𝑑𝑦
+∞

0

= 1 

Both the above need not be computed if one remembers the first two moments of an exponential RV. 

Therefore, it is 𝐸[𝑋 + 𝑌] = 𝐸[𝑋] + 𝐸[𝑌] = 3 

4) Since 𝑋, 𝑌 are independent, 𝑉𝑎𝑟(𝑋 + 𝑌) = 𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑌) 

𝐸[𝑋2] = ∫ 𝑥3 ⋅ 𝑒−𝑥 𝑑𝑥
+∞

0

= 6 

𝐸[𝑌2] = ∫ 𝑦2 ⋅ 𝑒−𝑦 𝑑𝑦
+∞

0

= 2 

Hence  

𝑉𝑎𝑟(𝑋 + 𝑌) = 𝑉𝑎𝑟(𝑋) + 𝑉𝑎𝑟(𝑌) = (6 − 22) + (2 − 12) = 3 
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Exercise 2 - Solution 

The system can be modeled by a closed QN, with four SCs (pre, comp, post, sched for short from now on).  

The QN diagram and routing matrix are the following: 

 

sched

pre

comp

post

1/2

1/4

1/4

1/2

1/2

1/2

1/2

1

01/2 1/4 1/4

1/20 1/2 0

1/20 0 1/2

sched

pre

comp

schedpre comp post

10 0 0post

 

The input/output balance relationships yield the following: 

𝜆𝑝𝑟𝑒 = 𝜆𝑠𝑐ℎ𝑒𝑑/2 

𝜆𝑐𝑜𝑚𝑝 =
𝜆𝑠𝑐ℎ𝑒𝑑

4
+

𝜆𝑝𝑟𝑒

2
=

𝜆𝑠𝑐ℎ𝑒𝑑

2
 

𝜆𝑝𝑜𝑠𝑡 =
𝜆𝑠𝑐ℎ𝑒𝑑

4
+

𝜆𝑐𝑜𝑚𝑝

2
=

𝜆𝑠𝑐ℎ𝑒𝑑

2
 

Therefore, a solution to the routing equations is 𝑒𝑇 = [𝑒, 𝑒, 𝑒, 2𝑒]𝑇. Setting 𝑒 = 𝜇, one finds 𝜌𝑇 = [1,1,1,1]𝑇. 

Therefore, we have 𝑝(𝑛𝑝𝑟𝑒, 𝑛𝑐𝑜𝑚𝑝 , 𝑛𝑝𝑜𝑠𝑡 , 𝑛𝑠𝑐ℎ𝑒𝑑) =
1

𝐺(𝑀,𝐾)
∙ 1𝑛𝑝𝑟𝑒 ∙ 1𝑛𝑐𝑜𝑚𝑝 ∙ 1𝑛𝑝𝑜𝑠𝑡 ∙ 1𝑛𝑠𝑐ℎ𝑒𝑑 =

1

𝐺(𝑀,𝐾)
 

The normalizing constant is the cardinality of set |ℰ|, since all states are equally likely. Therefore, it is 𝐺(𝑀, 𝐾) =

(
𝐾 + 3

3
). 

The utilization of the processing elements and the scheduler is the same, and it is equal to 𝑈 =
𝐺(4,𝐾−1)

𝐺(4,𝐾)
=

(
𝐾+2

3
)

(
𝐾+3

3
)

=

𝐾

𝐾+3
. The expression makes perfect sense, since the utilization grows to 1 with 𝐾. 

The throughput at the scheduler is: 𝛾 = 2𝜇 ∙
𝐾

𝐾+3
. 

 

 


