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Exercise 1 

The JPDF of a couple of continuous RVs 𝑋 and 𝑌 is uniform in a triangle of the cartesian plane whose 

vertexes are (−1; 0), (+1; 0), (0; +1). Define RV 𝑍 = 𝑌 − 𝑋. 

1) State what values 𝑍 may assume, and compute its PDF; 

2) Compute the mean value and the median of 𝑍; 

3) Compute the PDF of 𝑊 = 1/|𝑍|. Is 𝑊 a heavy-tailed RV? Justify your answer 

Exercise 2 

Consider a distributed system, where a central entity is connected to 𝑁 independent computing agents. Each 

agent senses of a portion of space, and reports the sensed value to the central entity, which then elaborates 

an aggregate value by collating all the reports from the agents. The interaction between the components is 

as follows:  

The central entity: 

a) issues a “compute” request, which reaches all the agents simultaneously (in zero time); 

b) waits until all the 𝑁 sensed values have come in; 

c) computes an aggregate value, taking an exponential time whose mean is 
1

𝜇
, and starts over. 

Each of the 𝑵 agents: 

a) is initially idle, waiting for a “compute” request; 

b) when it receives the “compute” request, it performs the sensing, which takes an exponential time 

whose mean is 
1

𝜆
; 

c) reports the sensed value to the central entity (in zero time), and then starts over. 

The candidate should: 

1) Model the above system as a queueing system and draw its CTMC. 

2) Compute the steady-state probabilities and the stability condition. 

3) Compute the utilization of the central entity, and explain how it depends on 𝑁, 𝜆, 𝜇 

4) Compute the probability that it takes less than 𝛼 for all the N sensed values to come in, starting 

from a compute request. 

Assume now that, instead of sending the “compute” request to all agents simultaneously, the central entity 

polls the agents sequentially, i.e., it schedules agent 𝑗 + 1 right after agent 𝑗 has completed its sensing. 

Assume that polling takes zero time.  

5) Draw the resulting CTMC and answer point 4) again, assuming as a reference instant the time when 

agent 1 is polled.  
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Exercise 1 – Solution 

The JPDF is constant by definition, hence 

normalization on the triangle area implies that 

𝑓(𝑥, 𝑦) = 1. 

RV 𝑍 is equal to value 𝑧 when 𝑌 − 𝑋 = 𝑧 , i.e., for all 

the points on the dashed line in the figure. The values 

that 𝑍 may assume are therefore all the ordinates 

such that the dashed line intersects the triangle, i.e., 

[−1; +1].  

It is 𝑃{𝑍 ≤ 𝑧} = 𝑃{𝑌 − 𝑋 ≤ 𝑧}. The latter is the 

probability that a point belongs to the triangle defined 

by the intersection of the original triangle with the 

dashed line, i.e., the one whose vertexes are (−𝑧; 0),

(+1; 0), ((1 − 𝑧)/2; (1 + 𝑧)/2).  Since the JPDF is uniform and equal to one, this is just the area of the 

smaller triangle (normalized to the area of the larger triangle, which is however equal to one). That area is:  

𝑃{𝑍 ≤ 𝑧} = 𝑃{𝑌 − 𝑋 ≤ 𝑧} =
1

2
∙ [(1 + 𝑧) ∙

(1 + 𝑧)

2
] =

(1 + 𝑧)2

4
 

The PDF of 𝑍 is obtained by differentiating the above: 

𝑓𝑍(𝑧) =
1 + 𝑧

2
 

The mean value of  𝑍 is:  

𝐸[𝑍] = ∫ 𝑧 ∙
1 + 𝑧

2

+1

−1

𝑑𝑧 = [
𝑧2

4
+

𝑧3

6
]

−1

+1

=
1

3
 

The median of 𝑍 is the solution to:  

  

𝑃{𝑍 ≤ 𝑧0.5} =
1

2
 

Which is, after a few straightforward computations, 𝑧0.5 = √2 − 1. 

RV |𝑍| may take on values in [0; +1]. Therefore, RV 𝑊 = 1/|𝑍| may take on values in [1; +∞], where we 

have  𝑃{𝑊 ≤ 𝑤} = 𝑃{1/|𝑍| ≤ 𝑤} = 𝑃{|𝑍| ≥ 1/𝑤} = 𝑃{𝑍 ≥ 1/𝑤} + 𝑃{𝑍 ≤ −1/𝑤}. 

Therefore, it is:  

𝑃{𝑊 ≤ 𝑤} = 1 −
(1 +

1
𝑤)

2

4
+

(1 −
1
𝑤)

2

4
= 1 −

1

𝑤
 

Therefore, it is 𝑓𝑊(𝑤) =
1

𝑤2. This is a heavy-tailed RV. In fact,  

∀𝜆 > 0,    lim
𝑥→∞

𝑒𝜆𝑥 ⋅ (1 − 𝐹𝑊(𝑥)) = lim
𝑥→∞

𝑒𝜆𝑥

𝑥
= ∞ 
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Exercise 2 – Solution 

1) The system is a finite-population one with batch services. The CTMC is the following. 

0 1 2 N-1 N

m

Nl (N-1)l (N-2)l 2l l

 

The system is always stable, since it has a finite number of states. 

2) From the CTMC it is easy to write down equilibrium equations: 

𝑝𝑜 ⋅ 𝑁𝜆 = 𝑝𝑁 ⋅ 𝜇 

𝑝1 ⋅ (𝑁 − 1)𝜆 = 𝑝𝑜 ⋅ 𝑁𝜆 

… 

𝑝𝑗 ⋅ (𝑁 − 𝑗)𝜆 = 𝑝𝑗−1 ⋅ (𝑁 − 𝑗 + 1)𝜆 

… 

𝑝𝑁 ⋅ 𝜇 = 𝑝𝑁−1 ⋅ 𝜆 

From which it is immediate to obtain: 

𝑝𝑗 = 𝑝0 ⋅
𝑁

𝑁 − 𝑗
 (0 ≤ 𝑗 < 𝑁) 

𝑝𝑁 = 𝑝𝑜 ⋅ 𝑁
𝜆

𝜇
 

 

We impose the normalization condition, and obtain: 

𝑝0 ⋅ 𝑁 ⋅ {
𝜆

𝜇
+ ∑

1

𝑁 − 𝑗

𝑁−1

𝑗=0

} = 1 

𝑝0 ⋅ 𝑁 ⋅ {
𝜆

𝜇
+ ∑

1

𝑖

𝑁

𝑖=1

} = 1 

𝑝0 =
1

𝑁 (𝐻𝑁 +
𝜆
𝜇)

 

 

Where 𝐻𝑁 = ∑
1

𝑖
𝑁
𝑖=1 . From the above, we obtain: 

𝑝𝑗 =
1

(𝑁 − 𝑗) (𝐻𝑁 +
𝜆
𝜇

)
 (0 ≤ 𝑗 < 𝑁) 

𝑝𝑁 =

𝜆
𝜇

𝐻𝑁 +
𝜆
𝜇

 

 

3) The central entity is idle except in state 𝑁 (when it is computing the aggregate value). The answer is 

therefore: 

𝑝𝑖𝑑𝑙𝑒 =  𝑝𝑁 =

𝜆
𝜇

𝐻𝑁 +
𝜆
𝜇
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The utilization increases with 𝜆, since when sensing is faster the central entity will spend 

comparatively more time doing its own computations. For the same reason, it decreases with 𝜇. 

The utilization also decreases with 𝑁, since 𝑁 influences the time before all the sensed values are 

in.  

 

4) If 𝑋𝑖  is the RV that models the sensing time at agent 𝑖, the time it takes for the central entity to 

obtain all the responses is 𝑍 = max
𝑖

{𝑋𝑖}. Since all agents are IID, It is 𝑃{𝑍 ≤ 𝛼} = (𝑃{𝑋𝑖 ≤ 𝛼})𝑁, 

i.e.  𝐹𝑍(𝛼) = (1 − 𝑒−𝜆𝛼)
𝑁

  

 

5) In this case the CTMC is the following: 

0 1 2 N-1 N

m

l l l l l

 
The time it takes to get all the sensed values in is the sum of 𝑁 IID exponentials, which is an 𝑁-stage 

Erlang. Therefore,  

𝐹𝑍(𝛼) = 1 − ∑ 𝑒−𝜆𝛼
(𝜆𝛼)𝑘

𝑘!

𝑁−1

𝑘=0

 


