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A B S T R A C T

Oral Squamous Cell Carcinoma is characterized by significant mortality and morbidity. Dental 
professionals can play an important role in its early detection, thanks to the availability of 
embedded smart cameras for oral photos and remote screening supported by Deep Learning (DL). 
Despite the promising results of DL for automated detection and classification of oral lesions, its 
effectiveness is based on a clearly defined protocol, on the explainability of results, and on pe-
riodic cases collection. This paper proposes a novel method, combining DL and Case-Based 
Reasoning (CBR), to allow the post-hoc explanation of the system answer. The method uses 
explainability tools organized in a protocol defined in the Business Process Model and Notation 
(BPMN) to allow its experimental validation. A redesign of the Faster-R-CNN Feature Pyramid 
Networks (FPN) + DL architecture is also proposed for lesions detection and classification, fine- 
tuned on 160 cases belonging to three classes of oral ulcers. The DL system achieves state-of-the- 
art performance, i.e., 83% detection and 92% classification rate (98% for neoplastic vs. non- 
neoplastic binary classification). A preliminary experimentation of the protocol involved both 
resident and specialized doctors over selected difficult cases. The system and cases have been 
publicly released to foster collaboration between research centers.

1. Introduction and background

Oral cancer is the 13th most common cancer globally, accounting for 377,713 new cases and 177,757 deaths in 2020. According to 
the Global Cancer Observatory (GCO), the incidence of Oral squamous cell carcinoma (OSCC) will rise by approximately 40% by 2040, 
accompanied by a growth in mortality (Tan et al., 2023).
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Its multifactorial etiology includes both intrinsic factors (e.g. iron-deficiency anemia or malnutrition) and extrinsic factors (e.g. 
alcoholic substances or products of tobacco). Furthermore, the patient’s economic and social condition has a non-negligible impact in 
oral cancer risk; indeed, the cases of disease diagnosed in advanced stages have a high probability of referring to the underprivileged 
groups.

The most common sites for the OSCC are tongue (25.4%), labial/buccal mucosa (21.7%), gingiva (14.0%), palate (9.9%), and 
alveolar mucosa (7.9%), respectively (Dhanuthai et al., 2018) (Fitzpatrick et al., 2019). Ulcerated pattern is the main clinical form of 
OSCC that is notorious for its ability to mimic benign ulcerative lesions.

The prevalence of OSCC is not high compared to other cancer entities, but it poses significant mortality and morbidity issues in 
patients, both because of its late diagnosis/misdiagnosis and of the impact on life quality of advanced oral cancer therapies, including 
extensive surgery and radiation therapy (American Cancer, 2018).

Upon cancer diagnosis, the stage of disease progression is a crucial prognostic parameter for life expectancy: five-year survival rates 
for more advanced stages ranging from 20% to 50%, and increasing to about 80% for stages I and II. Five-year mortality rates reach 
nearly 40%, and oral cancer accounts for 3.6% of all cancer deaths (García et al., 2020). Obviously, biopsy is the spearhead for OSCC 
diagnosis of oral cancer, but it is not applicable as a mass screening method, which, instead could benefit from conventional oral 
examination by an expert, especially in high-risk groups. Unfortunately, most high-risk subjects are currently unable to access 
specialized physicians or dentists in developing due to inadequate health services and insufficiently well-trained medical personnel 
(Coelho, 2012).

Although the oral cavity is very easily accessed for examination, it often receives minimal attention in routine practice. Moreover, 
the identification of OSCC or oral potentially malignant disorders (OPMD) often require experienced examiners and specialized 
medical staff (World Health Organization (WHO)). Dentists are also responsible for the basic prevention of oral cancer by providing 
information on the main risk factors and advice on avoiding smoking, reducing alcohol consumption and protecting against sunlight. 
For secondary prevention of OSCC, general practitioners and dentists play a vital role, but the lack of routine inspection of the oral 
mucosa during dental visits is noticed by many patients whose oral cancer is only identified at an advanced phase. One of the most 
important variables associated with a long time to treatment initiation is the advanced-staged cancer. The literature shows signifi-
cantly different values of actual physician and treatment time delay, but excessive duration emerges from all. When the disease is 
found to be in the early stages, mortality rates are approximately 16 %, while for more advanced stages this value rises to 61% 
(Gigliotti et al., 2019). In addition to liability attributable to the physician ("provider delay"), we can identify another form of re-
sponsibility entirely attributable to the patient: patient delay. Patient delay can be characterized as the period between the first 
symptoms occurring and the first follow-up visit with a health care professional (Nagao & Warnakulasuriya, 2020).

It is worth to mention that patients with higher risk of developing OSCC, which are the socioeconomically disadvantaged people, 
are those who least likely go to visit a dentist for intra-oral examination and who are more likely to be visited by less specialized health 
care providers, such as general practitioners (Conway et al., 2002, pp. 119–123).

Since early cancerous lesions often resemble common oral diseases, early detection of malignant lesions can also improve patient 
survival. It would be desirable that an accurate mouth inspection, performed by trained and experienced doctors with great expertise 
for OSCC detection, could be part of cancer screening, but it is not always feasible, especially in developing countries or remote areas. 
Indeed, over the past two decades, the ratio of dentists-to-population in urban and rural regions still shows a large gap, although there 
is a decreasing trend. Remote regional locations receive less dental care services than more accessible ones. This situation causes 
excluded segments of the population to rely on non-dental care centers as doctors, pharmacies or emergency facilities in hospitals 
(Cohen et al., 2011) (Okunseri et al., 2011). Considering this, and due to improvements in information and communication tech-
nology’s (ICT) declining costs, e-learning for professional education, telemedicine services and AI-based medical platform usage is 
increasing (Sun et al., 2023).

1.1. AI in healthcare system

Machine learning systems are progressively being implemented in modern oncology practice for categorization and prediction. In 
particular, the adoption of Deep Learning (DL) architectures, especially Convolutional Neural Networks (CNN) achieved promising 
results in computer vision challenges, such as image classification, object detection, and instance/semantic image segmentation 
(Adeoye et al., 2021) (Fabbrizzi et al., 2022).

The major issues related to DL are the following: (i) the difficulty of collecting large amounts of data in collaboration with hospital 
centers; (ii) the understanding of the model output, as expected by eXplainable Artificial Intelligence (XAI). Indeed, the number and 
quality of healthcare data collected by a single organization is usually limited with respect to what is required by DL. Non- 
representative training sets can bias a DL architecture, causing inaccurate classification. Moreover, various factors can cause a DL 
system to become less effective over time, necessitating regular updates and retraining to maintain its performance. First, technological 
evolvement: as new devices come on the market, the data and methods that a DL system was originally trained on may become outdated. 
This can lead to a mismatch between the system’s capabilities and the current technological setting. Second, change of normative or 
clinical practices: in fields such as healthcare, practices and standards evolve; if a DL system was trained on slightly different practices, it 
might not perform well under new standards or guidelines. Third, socio-economic or cultural trends: changes in society, economy, or 
culture may influence people’s behavior; for instance, a system trained on oral lesions caused by smoking one type of tobacco may 
struggle to adapt when a new tobacco is introduced for cultural reasons. Other contextual factors can easily affect the performance of a 
DL system in the medium term. Consequently, the statistical properties of input-output relationships change, producing an effect called 
concept drift (Priya & Uthra, 2023). In general, the effectiveness of DL technology is based on a collaborative, systematic and massive 
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data ingestion, managed by a global health data consortium (Chen et al., 2019).
Another important barrier to the achievement of DL-based solutions is related to their explainability, i.e., the understanding of how 

a result has been generated. For medical and legal reasons, any diagnosis system should provide explanations to support human 
decision. Such explanations can also highlight unexpected training bias or drift of the model. Moreover, the recent European General 
Data Protection Regulation (GDPR) includes retractability of decisions as a requirement of all businesses. As a such, humans should 
keep track of motivations and use their judgement in decisions (Holzinger et al., 2017).

1.2. Goal and purpose

This paper introduces a novel method for the explainable classification of oral lesions, by combining Deep Learning (DL) with Case- 
Based Reasoning (CBR). CBR is a problem-solving method commonly used by doctors to classify a new case by referring to similar past 
cases (Lamy et al., 2019a). With regard to the proposed diagnostic system, a case refers to an oral lesion, with the class representing the 
name of a disease or condition that explains the lesion. In a therapeutic system the classes correspond to the available treatment 
options. CBR is traditionally combined with symbolic AI to execute a set of logical rules, which is effective for standard cases by 
formalizing evidence-based clinical practice guidelines. CBR is essential for handling cases that fall outside these guidelines due to 
contraindications or other patient-specific variables. These non-standard cases can account for up to 45% of all cases (Bouaud et al., 
2009). For this purpose, in the proposed method, the DL architecture is designed to provide, after training, a measure of similarity 
between cases, thus facilitating the explainability of the classification results. Such similarity is used as a basis for CBR. Consequently, 
the CBR process carried out by the decision maker explains the CNN behavior (Singh et al., 2020a). Specifically, for a given problem, 
the most similar cases are used as samples for justifying the response of the CNN. The similarity is also used to visualize, via dimension 
reduction, a scatter plot of the training set in which the new case is located. In the scatter plot, several similar cases can be determined 
for each class in order to identify the class with the most similar samples. As a result, the physician can retrace the decision and use 
their judgement, which is a key for a safe and trustworthy process based on DL (Lamy et al., 2019a).

The paper illustrates the motivation for this approach, the design of the decision process, and the development of the DL-CBR 
decision support system, which is able to perform the task of lesion detection and classification for an effective diagnosis. A pilot 
system has been implemented and publicly released, in terms of both source code and online service. The DL engine is based on Feature 
Pyramid Network Resnet-50 Faster R-CNN for object detection and classification, pre-trained with the Microsoft Common Objects in 
Context (COCO) data. The CBR is based on 221 cases belonging to the main three classes of oral ulcers: neoplastic (N), aphthous (A) 
and traumatic (T). The DL achieves the state-of-the-art performance, i.e., 81.6% detection and 90% classification rate (98% for 
neoplastic vs. no neoplastic binary classification). The DL-CBR based decision process, carried out by humans with a small set of 
decision rules, is able to address even resident doctors to correctly carry out the correct diagnosis. The system is intended to support 
doctors to correctly address the patient to specialized centers or to second-level inspection by experienced staff, implementing the early 
detection and treatment of OSCC.

An important aspect of the presented approach is its complete reproducibility: the data set of lesions, the source code, the complete 
hyper-parametrization method, as well as the online service are publicly provided (Galatolo, 2024). We aim to foster: (i) the 
collaboration between clinical centers in collecting more data on regional/national basis, (ii) the collaboration between deep learning 
development centers to achieve the best networks in this field.

The paper is structured as follows. Section 2 presents related work. Section 3 focuses on the design and evaluation methodologies, 
while in Section 4 the case study and the experimental results are covered. The final discussion is described in Section 5. Section 6
draws conclusions and future work.

2. Related work

Explainable diagnosis is a thriving research area in the healthcare domain. To address this task, several studies proposed AI-based 
solutions. This section summarizes the most relevant contributions on this topic, considering the two pillars of the proposed approach: 
(i) deep learning and (ii) case-based reasoning.

2.1. Deep learning for medical imaging

As mentioned in the previous section, DL is increasingly being adopted in the healthcare context. The most popular DL architectures 
employed for medical imaging are CNNs (Krizhevsky et al., 2017). The scientific community has effectively exploited CNNs for many 
case studies in several medical branches for clinical image analysis, including cancer detection and diagnosis into both malig-
nant/benign and mass/calcification (Arevalo et al., 2016) (Suh et al., 2020), skin lesion investigation (Nasr-et al., 2016), cardio-
vascular context for blood cancer and heart anomalies (Kiranyaz et al., 2015), and, of course, numerous pulmonary studies on the 
effects of coronavirus (COVID-19) (Bhattacharya et al., 2021) (Soomro et al., 2022).

Regarding the implementation, a CNN is based on multiple layers employing a mathematical operation called convolution, applied 
in different ways to the original image to generate feature maps. Each feature map is easier to classify: it represents a separated concept 
of an image, like texture and shape, which can be measured by a real-valued function. By extracting many features, the initial image 
can be transformed from a real-valued matrix (pixels) into a numerical feature vector. The transformation of image pixels into a 
numerical feature vector is called image embedding. The final segment of a CNN is called classification layer, which transforms the 
feature vector into a numerical coding of a class. For example, “1” is the numerical code associated to a picture with a “malignant” 
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lesion, and “0” is associated to “benign” lesion.
Compared to conventional image processing algorithms, CNNs have the first benefit of not requiring manually engineered filters 

based on past knowledge and human labor. This means that a training algorithm (solving an optimization problem) can be run to 
iteratively change the NN parameters to decrease the output error value, by providing a set of images with the related numerical coding 
of classes, i.e., to predict a continuous value very close to the coding. Additionally, this coding may be general, allowing the network to 
accurately classify new images.

The second important advantage of CNNs is that the major private and public research centers, having large image databases of 
various objects, publicly provide pre-trained CNNs. For example, the VGG-19 network is a 19-layer CNN trained using more than 1 
million of 224 × 224 pixels colored images from the ImageNet database, classifying up to 1000 objects with 71% of accuracy 
(Simonyan & Zisserman, 2015). Similarly, the GoogleNet is a 50 layers CNN with 78% of accuracy, fed with 299 × 299 pixels images of 
ImageNet (Szegedy et al., 2015). ResNet50 is a 50-layers CNN trained by Microsoft, with 75% of accuracy (He et al., 2016, pp. 
770–778), followed by ResNet101 and resNet152 models. More recently, EfficientNet is a CNN released in 2019 by Google with 77% of 
accuracy (Mingxing et al., 1905).

The importance of pre-trained networks is that they provide an efficient and robust image embedding. Their classification layer can 
be replaced with a new classification layer that can be efficiently trained (fine-tuning) for the specific classes to learn. The reuse of the 
embedding layers is called transfer learning. A very important aspect of fine-tuning from pre-trained models is to select the best 
hyperparameters of the classification layer. The learning rate, which measures how fast the model learns, is an example of a hyper-
parameter. A very low value can result in a very drawn-out training process that may become stuck, whereas a very high value can 
result in an unstable training process. The most sensitive hyperparameters are tuned by introducing an optimization approach based on 
a Tree Parzen Estimator (TPE) for identifying the optimal option in order to ensure the reproducibility of the training (Bergstra et al., 
2011).

The hyperparameters optimization introduces a new order of magnitude in computational cost, in relation to the large number of 
hyperparameters of DL models, and to their dynamic lifecycle. Consequently, despite the improvement of computational capabilities 
and costs, a training infrastructure for DL is not convenient nor effective to maintain for a single healthcare organization, with respect 
to a knowledge-based decision support system.

In (Jeyaraj et al., 2019a) the oral cancer diagnosis is performed by solving a classification problem. Specifically, a DL regression 
based on partitioned CNNs is experimented to process multidimensional medical images and automatically perform diagnosis. The 
methodology has been validated on hyperspectral images from standard datasets from the BioGPS UCI repository, in which healthy 
tissue is distinguished from diseased tissue, characterized by a malignant/benign tumor. The authors compared the performance of the 
convolutional architecture with other traditional classification models i.e., Support Vector Machine (SVM) model and Deep Belief 
Network (DBN). The accuracy achieved by this regression-based partitioned approach was 94.5% compared with SVM and DBN, which 
achieved 82.4% and 84.5%, respectively.

Qiuyun Fu et al. (Fu et al., 2020) designed a deep architecture exploiting convolutional networks to deal with photographic images. 
A detector model received an oral photo as input and produced a bounding box where it placed the potential lesion. Then, the 
candidate area is sent to a neural classifier based on a model pre-trained on the ImageNet dataset and further fine-tuned on the 
available dataset. The methodology was developed on an internal dataset consisting of 6176 images, randomly split by hold-out 
method into training set (5775) and test set (401). The related reports served as ground truth for the methodology’s development 
and verification. The authors also performed a verification phase with external data comprising 420 clinical photographs from six 
sources in the dental area.

Recently, Tanriver et al. (Dinesh et al., 2023) suggested a two-stage approach to identify oral lesions using a detector model. The 
proposed approach categorizes the detected region into three distinct categories (benign, OPMD, cancer) with a second-stage classifier. 
The authors of this work showed that DL-based methods may be used to automatically detect and classify oral lesions in real time, 
opening up the possibility of a highly effective, inexpensive, and non-invasive tool for the early identification of OPMD.

In (Srivastava et al., 2021) Srivastava et al. made a comparative analysis of deep learning image detection algorithms, focusing on 
Faster R-CNN, SSD (Single Shot MultiBox Detector) and YOLO v3 (You Only Look Once). Faster R-CNN is considered superior for 
photographic detection with a relatively small dataset and without real-time requirements. Nevertheless, it is worth noting that use 
case and dataset size can sensibly influence algorithmic performance. Indeed, oral cancer images are characterized by shapes and 
patterns that are very different with respect to the object detection benchmarks available in the literature, such as ImageNet and 
COCO. Specifically, Faster R-CNN is known for its high accuracy and precision in object detection tasks. It uses a region proposal 
network (RPN) to generate high-quality region proposals, which significantly improves detection performance. It is faster than its 
predecessors like R-CNN and Fast R-CNN: the RPN allows for end-to-end training and faster inference times. It has shown robustness in 
handling various scales and aspect ratios of objects, which is crucial for detecting diverse manifestations of oral cancer in photographic 
images. Overall, one-stage detectors, such as YOLO, tend to be faster but generally offer lower accuracy compared to two-stage de-
tectors like Faster R-CNN, which are usually slower but more accurate.

2.2. Case-based reasoning in the medical context

Case-based Reasoning is a general AI paradigm for problem solving, with applications to a large variety of domains. CBR is based on 
reasoning from cases, exploiting a four-step cycle: retrieval, reuse, revision, and retraining (Sørmo et al., 2005) (Johs et al., 2018). For a 
new problem (i.e., case) to solve, the most similar problems (cases) are first retrieved from a history of solved problems (cases). The 
retrieval phase finds cases by comparing the features of the new case with the history of cases, using a search algorithm.
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In (Keane & Kenny, 2019), Keane and Kenny proposed an integration between CBR and Artificial Neural network (ANN) as a “twin” 
system. Specifically, an ANN-CBR Twin-System is defined by the following main aspects: (i) hybrid system, i.e., made by the ANN and 
CBR methods, combined to comply with accuracy and interpretability requirements of the overall system; (ii) modules separation, i.e., 
The above methods are executed as separate, independent but side-by-side modules; (iii) shared datasets, i.e., the two techniques are 
based on the same dataset; (iv) bipartite split of work, i.e., the ANN module makes predictions, while the CBR provides interpretations, 
explaining the ANN results. In the context of CBR, an important aspect is the similarity relationships between cases. An adopted so-
lution in this regard is the Weighted Euclidean Distance (WED) (Ahn et al., 2020) (Ragnemalm, 1993) (Kwon et al., 2019), formally 
defined in Equation (1): 

WED(x, y) =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
wi (xi − yi)

2

√

(1) 

In the health care domain, Chun-Ling Chuang (Chuang, 2011) designed and implemented CBR systems for the diagnosis of liver 
disease, able to solve a binary classification problem to distinguish diseased patients from healthy individuals. The author proposed 
four CBR solutions based on different strategies: (i) a three-layer feed-forward NN architecture; (ii) a tree model, built with a clas-
sification and regression tree algorithm; (iii) a logistic regression model; (iv) a discriminatory analysis approach. The CBR systems 
were trained and tested on a dataset of 166 observations: 91 belonging to the diseased class and 75 to the healthy one. The NN ar-
chitecture achieved 95% accuracy, followed by the tree model with 91%, while the other two approaches performed below 90%.

Regarding the breast cancer diagnosis problem, Dongxiao Gu et al. (Gu et al., 2020) proposed a decision support system that 
combines the case-based paradigm with ensemble learning, to solve a binary classification problem. They designed and implemented 
the CBR paradigm based on Extreme Gradient Boost (XGBoost), a state-of-the-art ensemble learning method, after comparing the 
performance with other popular classification methods: logistic regressor, SVM, kNN, decision tree, random forest, and a feed forward 
NN architecture. XGBoost was selected as the best classifier, achieving 91.62% accuracy, followed by NN with 90.4%, and logistic 
regression with 90.13%; the other models achieved values below 90%.

In the literature of oral cancer, the case-based approach has been successfully experimented for both learning (Shrestha et al., 2021) 
and reasoning (Ehtesham et al., 2019). Specifically in Shrestha et al. (Shrestha et al., 2021) about 60 third-year undergraduate students 
were involved in a Case-Based Learning (CBL) module on OSCC, divided into CBL and conventional learning groups. The cases 
considered included clinical and habit history, lesion descriptions, radiographs, laboratory investigations, histopathological features 
and diagnosis. The CBL group achieved significant improvements in performance. Similar findings were observed in 40 fourth-year 
dental students in oral medicine (Du et al., 2013), and in about 70 first-year dental students in physiology (Omprakash et al., 
2018). Significant research is presented in (Ehtesham et al., 2019), where a CBR system was extensively experimented for the diagnosis 
of different oral diseases: ulcerative, vesicular, and bullous lesions of the oral mucosa; red and white lesions of the oral mucosa; 
pigmented lesions of the oral mucosa; benign lesions of the oral cavity; oral cancer; salivary gland diseases. A Delphi study was used to 
determine the parametric values for calculating the similarity rates. Cases were compared with each other based on symptoms. For a 
new case, the system was able to suggest a diagnosis for the dentist, based on its similarity with the available cases, filtered by a 
similarity threshold. A database of about 500 cases was used. The system evaluation, involving specialists and about 40 patients, 
indicated the potential to improve the quality and efficiency of oral disease diagnosis (Ehtesham et al., 2019).

2.3. Case-based reasoning fundamentals

Let us formally define a specific task of CBR, namely Case-Based Classification (CBC). Given a predefined set P of problems, and a 
set S of predefined solutions, then a case ci is an ordered pair: 

ci ≡ (p, s) (2) 

where p ∈ P,s ∈ S. In medicine, p and s correspond to symptoms and diagnosis, respectively. A classifier C( · ) models the mapping from p 
to s, where p is the input medical image, and s is a corresponding label: 

Fig. 1. – Object detection and classification: schematic representation of an oral cavity with two bounding boxes (B1 and B2).
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s ≡ C(p) (3) 

The image is classified if one or more target objects are detected. The region of each instance is identified by one or more (partially 
overlapping) bounding boxes Bi. Fig. 1 shows an example of schematic drawing of an oral cavity, with two lesions and corresponding 
boxes B1 and B2. For a given input image, a detector D( · ) finds out lesions providing a set of bounding boxes: 

{Bi} = D(p) (4) 

A similarity function between cases is then defined as follows: 

0 ≤ sim
(
ci, cj

)
≤ 1

sim(ci, ci) = 1 (5) 

In CBC, the solution of a new problem p starts with the retrieval of the most similar cases. The hypothesis is that similar problems have 
similar solutions. Given a new problem, when considering a solution associated to a similar problem, it can either be accepted in the 
given form or modified. This process is called case adaptation. An external validation, called case revision, is finally carried out to ensure 
that any discrepancies or failures in the adapted solution are corrected, improving the case for future use (Szczepaniak & Duraj, 2018). 
As an example, let us consider a new patient for which the CBR system finds, as the most similar past case, a treatment protocol with a 
drug to which the new patient is allergic. During the case adaptation, it is included an alternative medication that is effective for the 
disease but is safe for the patient given their allergy history. During the case revision, the patient initially improves the modified 
treatment plan but then develops new symptoms not seen in the original case. The case is then revisited to assess why the patient’s 

Fig. 2. – Representation of case-based reasoning concepts: (a) reachability and coverage; (b) pivotal, supporting and spanning cases; (c) auxil-
iary case.
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condition worsened. It identifies that the substitute drug, although safer, is less effective. The case is revised by combining the sub-
stitute drug with another medication to enhance its effectiveness while avoiding the allergy risk. This revised case is then stored in the 
case base for future reference.

Given a case base C = {ci}, the coverage of a known case ci is the set of new solvable cases cj via ci, i.e., new cases cj whose solution is 
found by adapting ci’s solution to cj: 

coverage(ci) =
{
cj ∈ C : adaptable

(
ci, cj

) }
(6) 

whereas the reachability of a target problem ci is the set of cases ch whose solution can be used to solve ci, i.e., by adapting ch’s solution 
to ci: 

reachable(ci)= {ch ∈C : adaptable(ch, ci)} (7) 

Fig. 2a illustrates the concepts of reachability and coverage. Here, cases are represented by circles; an arrow between two cases 
represents the relationship of adapting one case to solve another case; a colored triangle represents a beam of arrows.

To determine the importance of cases in terms of competence contributions, there are four different categories. In Fig. 2b, colored 
circles represent cases, each category with a different color. Each case is positioned at the vertex of a triangle. The coverage of the case 
is represented by the base of the triangle.

A pivotal case is reachable by no other case except itself. It is the isolated red circle in the middle of Fig. 2b. As such, its deletion 
directly reduces the competence of the system. Support cases are a group of cases each providing coverage similar to the others. The 
deletion of one or more support cases does not reduce competence, but the deletion of a pivot is like removing the group as a whole. On 
the right of Fig. 2b, support cases are represented as green circles with the same coverage. Spanning cases are cases covering regions of 
the problem space that are independently covered by other cases. As a such, spanning cases can be entirely deleted without affecting 
the competence of the system. On the left of Fig. 2b, spanning cases are represented as blue circles covering the same area of another 
group of grey circles. Finally, a case is an auxiliary case if the coverage it provides is included by the coverage of one of its reachable 
cases. Fig. 2c illustrates the concept. Auxiliary cases form groups such that the deletion of an auxiliary case does not reduce the 
competence of the system, because another reachable case can be considered to solve any target that the deleted auxiliary could solve.

Let us define an outlier as a pivotal case (Shrestha et al., 2021), i.e. cases that are too isolated to be solved by any other case: 

cout = pivot(c), iff reachable(c) − {c} = ∅ (8) 

Considering similarity, the outlier is defined as a case for which no more than k cases in the case base have similarity l or more: 

outlier(ci)= true if |{c : sim(c, ci)≥ l}| ≤ k (9) 

As a result, with an outlier the CBR system cannot generate an effective response. In this scenario, an alternative solution must be 
found, and the new case must then be added to the case base. In contrast, for a normal case with CBC, the target class of a new object is 
assigned by taking the k most similar cases already labelled, and voting for their majority class.

3. Design and evaluation methodologies

This section is organized as follows: in Section 3.1, the problem and the design of the DL architecture are detailed; Section 3.2
covers the design of the DL-CBR system; finally, in Section 3.3, an overall DL-CBR workflow is proposed.

3.1. Problem definition and design of the deep learning architecture

To solve an object detection task, all occurrences of objects belonging to a predefined set should be detected, delimiting as best as 
possible the portion of the image in which they are located. For instance, scattered lesions have a high number of locations with lesions 
(Amit et al., 2020, pp. 1–9). Let us define the detection rate as the number of correctly detected lesions divided by the number of total 
lesions. To determine a correctly detected lesion, a bounding box proposed by the network, BBp, is compared with the actual box, BBa, 
drawn by a specialist doctor, via the Intersection over Union (IoU) metric (Padilla et al., 2020). IOU measures the similarity between 
the two boxes, as (size of) their overlapping area divided by (size of) their union area, as shown by Equation (10): 

IoU
(
BBa,BBp

)
=

size of area
(
BBa ∩ BBp

)

size of area
(
BBa ∪ BBp

) (10) 

A threshold IoUTH is finally used to determine positive detections: if IoU
(
BBa,BBp

)
> IoUTH, then the lesion is correctly detected. In 

all experiments, IoUTH was set to the standard value of 0.5.
To evaluate the classification task, let us define the classification rate as the number of correctly detected and classified lesions 

divided by the number of correctly detected lesions, as shown in Equation (11): 

classification rate =
no. of correctly detected and classified lesions

no. of correctly detected lesions
(11) 

As an architectural model for the detector D(⋅), the classifier C(⋅), as well as the similarity sim(⋅,⋅), a pre-trained convolutional DL 
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architecture is leveraged. The architecture has been extended to manage similarity, and it is based on a CNN architecture called 
Detectron 2, an object detection system developed by Facebook AI Research (Wu et al., 2019). Fig. 3 shows the overall blocks of the 
extended architecture.

In particular 

(a) Backbone Network – Base CNN model for feature extraction. Its role is to extract feature maps from the input image, charac-
terized by H (height) × W (width), and BGR colors (Blue, Green and Red). Its structure is made by a basic ‘stem’ block, a 
maxpool, and 4 stages (res2, …, res5) to downsample convolution layers. Each stage is made by a lateral convolution layer, an 
output convolution layer, a forward process, and a last level max pool. The detector is based on a Faster R-CNN with Feature 
Pyramid Network (FPN). It detects different scale objects (from P2 to P6). As a backbone network, a pretrained Mask R-CNN 
model using ResNet-50 with FPN has been used. The network was pretrained using the COCO 2017 dataset.

(b) Region Proposal Network (RPN) – Identification of regions in images that have objects, called proposals. It detects object regions 
from the multiscale features, providing 1000 box proposals. It consists of a NN (RPN Head) and non-neural-network func-
tionalities. The RPN Head consists of three convolution layers. RPN has an object/non-object binary classifier to propose regions 
with objects. In the following, the non-object (complement) class will be called healthy tissue.

(c) Similarity Features (SIMF) – It is based on the ROI Pooler, it is compressed via an AVG Pooling 7x7, and then flattened; it provides 
an array of 256 features, which is adopted as feature vector for calculating similarity via cosine distance.

Fig. 3. – The proposed extension of the Faster-R-CNN FPN + architecture (adapted from (Omprakash et al., 2018)).

M.G.C.A. Cimino et al.                                                                                                                                                                                               Smart Health 35 (2025) 100538 

8 



(d) ROI (Box) Head – Prediction of final bounding boxes and classes based on multi-task loss. Mask R-CNN also predicts masks via an 
additional head using ROI Align output. It takes the feature maps from FPN, and the proposal boxes, and releases box location 
and classification. The classification is provided as a membership degree of the input image for each class. Each membership 
degree is between 0 and 1, and the sum of the membership degrees of all classes to which the input image belongs is 1. Finally, 
the predicted class is the one corresponding to the highest membership degree.

3.2. Design of the case based reasoning system

The CBR system is based on a data set of cases selected by domain experts and mapped into an n-dimensional space by the DL 
system. Specifically, for a new image submitted to the system, the DL system extracts a set of features. The CBR system performs a 
retrieval to get similar cases (Kolodner, 2014). This retrieval phase is made via the k-Nearest Neighbors (kNN) search, using the cosine 
distance similarity for calculating the nearest neighbors (Juarez et al., 2018) (Sun & Huang, 2010) (Ray, 2019).

For reasons of readability, explainability, consistency and cost, a CBR system tends to achieve maximum competence with a small 
case base that is also complete in terms of coverage. Indeed, a CBR system is most effective when it has a small, but comprehensive, 
collection of cases, which guarantees: (a) readability – a smaller case base is easier to manage, navigate, and understand. It makes it 

Fig. 4. – Visual explanation tools: (a) bounding box; (b) saliency map generated via Grad-Cam++ (Juarez et al., 2018), (c) scatter plot, (d) sim-
ilarity histogram (e) case-based explanation, k = 3.
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simpler to find relevant cases quickly without being overwhelmed by too many options; (b) explainability – when the case base is small 
and well-curated, it is easier to explain how and why the system reached a particular decision. This transparency is crucial for users to 
trust the system’s recommendations; (c) consistency – a smaller, complete case base ensures that similar problems are solved in similar 
ways, which helps maintain consistent decision-making across the system; (d) cost – managing and updating a large case base can be 
expensive and time-consuming. By keeping the case base small and focused, the system reduces these costs while still performing 
effectively; (e) completeness in terms of coverage – the case base should be comprehensive enough to cover all possible scenarios the 
system might encounter. This ensures that, even with a smaller number of cases, the system can still find a relevant case for a new 
problem.

On the other side, a DL system tends to achieve maximum competence with a large training set of cases that is also sufficiently 
various. In this research, an integrated workflow for collecting cases is developed, for achieving coherence in both systems. The goal is 
to provide cases for the CBR system that can also explain and validate the DL behavior (Lamy et al., 2019b). An essential aspect of this 
integration is the similarity metric. In this work the cosine similarity is used. Formally, let X = (x1, x2, …, xn) and Y = (y1, y2, …, yn) be 
the n-dimensional vector representation of two feature vectors generated by the DL system for two corresponding images. The cosine 
similarity of X and Y represents the angle α between them: 

sim(x, y) = cos(α) = X • Y
||X|| • ||Y||

(12) 

3.3. Visual explainability of the deep learning system

The goal of the DL-CBR integrated workflow is to exploit the DL system automation for cases that are reliably covered by the 
training set, and the CBR system for the other cases. Indeed, the CBR system can also manage an outlier, which is solved via highly 
specialized doctors and placed in the case base. Subsequently, when sufficient variants cover the initial outlier, they can integrate the 
training set of the DL, enabling a new training phase. An essential aspect of this workflow is to assess the reliability of the DL system for 
a given case, possibly without highly specialized doctors. For this purpose, different visual explainability tools have been integrated in 
the workflow (Singh et al., 2020b). Specifically, Fig. 4 shows four tools used in the proposed approach: 

(a) bounding boxes: a visualization of a rectangular bounding box, with the associated label, as in Fig. 4a, allows the human decision 
maker to understand whether the detected objects correspond to real lesions of the oral mucosa or not. In particular, if the box 
encloses photo artifacts (for example, light reflected by saliva, hard tissue such as teeth or dental prosthesis), then the output of 
the DL is considered not reliable.

(b) saliency maps: a visualization of the image that highlights via warm colors (red/yellow) the pixels of the image which are 
relevant for the classification. It is the most used explanation method for interpreting CNNs (Chattopadhay et al., 2018). Fig. 4b 
shows the saliency maps related to the image of Fig. 4a. Here, it is noticeable that the pixels related to the detected lesion are the 
most relevant for the classification.

(c) scatter plot: a visualization of a scatter plot allows to check the similarity of a new case against the case base. Fig. 4c shows the 
bidimensional representation of the similarity between cases, in which a different color means a different class and the “X” 
symbol identifies the new case. The scatter plot can be generated using a multi-dimensional scaling of the considered feature 
space of the similarity, such as Principal Component Analysis (PCA), or T-SNE (t-distributed stochastic neighbor embedding).

Fig. 5. – Workflow design of the integrated DL-CBR screening protocol.
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(d) similarity histogram: since the scatter plot can remove relevant information about similarity, a visualization of the similarity of 
the new case with all case base complements similarity information. Fig. 4d shows, for the new case and for each class, the 
number of cases falling in a given range of dissimilarity. The concept of dissimilarity is similar to a distance, and can be 
considered as the complementary similarity value (i.e., 1− similarity). The figure clearly shows the low distance of the new case 
with the red class, with respect to the other two classes.

(e) case-based explanation: a visualization of the most similar k cases (Fig. 4e), according to the CBR methodology, allows to 
determine the reachability set of the new case, according to Formula (7) and (8), thus determining if an outlier has been found.

3.4. Workflow model of the integrated DL-CBR system

To provide evidence of the integrated approach, the proposed workflow has been modeled and experimented (Cimino et al., 2017). 
The purpose is to reduce costs by decreasing the involvement of experienced doctors in the screening process, fostering a greater 
involvement of non-specialized medical personnel. The language for workflow modeling is the Business Process Modeling Notation 
(BPMN), an international standard with a strong mathematical basis. In the BPMN, a circle, a rounded box, and a diamond, represent 
an event, an activity, and a decision/merge node, respectively. Sequence flow, data flow and data storage are represented by a solid 
arrow, a dotted arrow, and a cylindric shape, respectively.

Fig. 5 shows the BPMN workflow model of the overall methodology (Cimino et al., 2017). The workflow starts when there are 
lesions visible (event on bottom-left). After taking a photo, the DL architecture is used for detecting lesions. If lesions are not detected, 
the case are solved via CBR. Its reachability is then evaluated, and the case is added to the CBR solved cases. If the case is pivotal the 
process ends without other activities, because it is an outlier which does not affect the DL architecture. Otherwise, the case base is 
analyzed for assessing whether there is a high number of cases that have been unsolved via DL, which means that a model drift is 
occurring. In case of model drift, the DL model is re-trained, which involves an update of the training cases via the CBR cases. The latter 
are also updated according to the capabilities of the new DL architecture. On the other hand, if lesions are detected by the DL, the 
bounding boxes are first analyzed: for each bounding box, if an artifact is included, then the DL result is not reliable, and the case must 
be solved via CBR, according to the above flow. Otherwise, the saliency map is analyzed. If the saliency map is not focused, i.e., the 
map does not highlight the lesion region, then the case must be solved via CBR. If the saliency map is focused, then the similarity plots 
(i.e. scatter and histogram) are analyzed, together with the most similar/dissimilar training cases. If the explanation is coherent, the 
case is finally solved via DL, otherwise it is solved via CBR.

4. Case study and experimental results

4.1. The oral case study

The DL-CBR system takes as an input a photo of the oral cavity, and identifies as an output the bounding boxes where the lesion is 
located. Finally, it provides a label representing an oral lesion class such as “neoplastic”, “aphthous”, or “traumatic”. The DL-CBR 
system was developed with a dataset of oral ulcerated lesions. The images set adopted to train the CNN was initially based on 220 
simple plain photographs of clinical cases, after histological confirmation (whereas necessary). All images were taken by Oral Medicine 
Staff (i.e. consultants, dental hygienists and students) from 2015 to 2020 in the Oral Medicine Unit of University Hospital P. Giaccone 
of Palermo (Italy). The cases set is publicly available (Galatolo, 2024). The full concordance of histological exams guarantees the 
correct identification of neoplastic lesions. Aphthous lesions are categorized after the evaluation of their clinical features, location, and 
course (Baccaglini et al., 2013). Traumatic ulcers can be confirmed whether an inciting or triggering trauma, condition, or medication 
can be identified.

The training, validation and test sets were generated using the holdout method, with percentages of 70%, 15% and 15%, 
respectively. Table 1 summarizes the sample sizes of the dataset and the frequencies by class. All selected images include one or more 
lesions belonging to the same class. An input image is made by 800 ×800 pixels × 3 colors (BGR). No images of mixed classes were 
included in the dataset. Regions of interest of interest containing the oral lesion were manually segmented.

Due to the limited sample size, it was implemented a balanced sampler over an imbalanced dataset. Each image was assigned to a 
weight as the frequency of its class and those were used as weights of a multinomial distribution from which the training images were 
sampled. This technique is called Mask R-CNN with Repeat Factor Sampling (Wang et al., 2019). The frequency threshold t controls the 
degree of resampling of rare categories.

For each proposed scenario, a hyperparameter optimization is carried out. The TPE is used as hyperparameters sampler, and the 
Successive Halving Pruner to early stop unpromising runs (Bergstra et al., 2011). The objective function for the hyperparameters 

Table 1 
Dataset summary.

Dataset # samples # aphthous # traumatic # neoplastic

Whole 318 110 111 97
Train 220 76 77 67
Validation 50 18 17 15
Test 48 16 17 15
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optimization is the Overall Accuracy rate defined as Detection rate × Classification rate, computed on the validation set. The run limit 
for each hyperparameter optimization was set to 130.

In order to assess the effectiveness of the proposed approach, an operational environment has been developed to support the 
methodological workflow (Coelho, 2012). Table 2 shows the available web-based resources, which are publicly released to foster a 
research initiative called “DoctOralAi”, based on two pillars: (i) the collaboration between clinical centers in collecting more data on 
regional/national basis, (ii) the collaboration between deep learning development centers in order to further develop and achieve the 
best DL performance in this field.

4.2. The training of the deep learning system

To ensure reproducible trials, the most sensitive hyperparameters have been selected by adopting an optimization algorithm based 
on a TPE that selects the best choice (Bergstra et al., 2011). As a result, Table 3 summarizes the bests hyperparameters determined by 
the optimization, whereas Table 4 summarizes the performance evaluation of the DL-based lesion detection and classification system. 
On average, the hyperparameters optimization has been carried out in 35 trials and 8.13 h, using the following hardware resources: 
GPU NVIDIA™ GeForce RTX 2080; CPU Intel® Core™ i9-9900K @ 3.60 GHz; CACHE L1 512 KB, L2 2 MB, L3 16 MB. On average, a 
training session is carried out in 13.94 min. Fig. 6 shows the classification loss against the number of iterations over 10 trials. In terms 
of accuracy (Table 4), the detection and classification rates achieved are 82.9% and 92.0%, respectively.

4.3. Pilot cases discussion

This section illustrates two pilot cases (Figs. 15–21). For a detailed reporting of all cases, the interested reader is referred to 
reference (DoctOralAi research initiative, 2021).

Case A relates to a neoplastic lesion, clearly identified by the Detector (Fig. 10). The saliency map, shown in Fig. 11, shows that the 
most important regions are those related to the lesion. Fig. 12 shows the most similar neoplastic case. The position of Case A in the 
neoplastic class is also clear in the scatter plot of Fig. 7. The similarity histogram of Fig. 8 shows that the distance of case A from the 
neoplastic cases is lower than from the aphthous and traumatic ones, thus confirming the provided classification. Not surprisingly, the 
membership degrees of Case A to the aphthous, traumatic and healthy (non-object) classes are not significant (Table 5). As a result, 
Case A is fully detected, classified, and explained.

Case B, illustrated in Fig. 13, is characterized by three bounding boxes. Only the largest box B3 includes the complete lesion. 
Indeed, the saliency map in Fig. 14 shows that the relevant region is mostly included in Box B3. Both the scatter plot (Fig. 9) and the 
similarity histogram (Fig. 23) show that the case is neoplastic. The membership degree of Case B to the neoplastic class is 84.8% 
(Table 6), lower than Case A, mostly because there is a higher membership degree to the healthy class. In general, it can be realized that 
this difference of about 10% in membership degree can be neglected.

4.4. Screening protocol experimentation

To carry out an experimentation of the screening protocol illustrated in Fig. 5, the following procedure has been carried out. A 
group of 9 resident doctors and a group of 6 specialized doctors have been involved in the screening of 20 cases using DoctOralAi. The 
20 cases have been purposely selected to include a variety of border line cases, difficult to solve for a resident doctor. In the experiment, 
each doctor carries out the workflow of Fig. 5 to each case, via an illustrated questionnaire. The goal is to show that both the 
specialized and the resident doctor can understand if the DL is not reliable, by moving to a human-driven diagnosis based on CBR. 
Fig. 22 shows the heatmap of the experiment made by the group of specialized doctors. Here, a hot/cold color denotes a frequent/ 
infrequent activity, respectively, according to the colorbar on the bottom left.

Overall, it is clear (from the red tasks at the top) that most cases were detected by the DL without artifacts and with saliency region 
focused. Since the selected cases are borderline, the DL was able to solve about the 64% of them (colored in orange on the right), 
whereas the remaining 36% were solved via CBR (colored in yellow on the left).It is expected that for increasing number of cases in the 
machine learning sets, the system improves its capability of problem solving, thus moving the workflow on the right side of the picture, 
supported by the DL. Table 7 shows the resulting percentages of questions answered with “NO”, i.e. questions causing an execution of 
the CBR in Fig. 22. Not surprisingly, the resident doctors are more prone to rely on CBR than on DL. Specifically, the tools that are more 
sensitive to the specialization level are the scatter plot (12.22% vs 26.42%) and the group of similarity tools (36.67% vs 54.72%).

In order to compare the experimental results with other approaches in the literature, it is worth to highlight some aspects related to 

Table 2 
Web-based toolchain for managing the DoctOralAi initiative.

Tool Description

Cases The complete set of 318 cases.
Annotator A web-based image annotation tool.
DL Demonstrator A web-based detector and classifier.
Reporting Reports generated from cases.
Source code A Repository with the python code.
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cases. This study includes only histologically proven OSCC lesions of patients of the Unit of Oral Medicine at the University Hospital of 
Palermo, which were followed and treated when needed. Each patient underwent a biopsy after their pictures were taken, and the 
histology results from the biopsy were used to label the corresponding images in the training set. Moreover, experiments have been 
based on only simple plain photographs, with a great degree of clinical practice acceptance also in developing countries, or simply 

Table 3 
Best hyperparameters determined by the optimization.

Hyperparameter value

Learning rate 0.00108904
RPN loss weight 0.95390
ROI heads loss weight 0.82677
ROIs per image 256
Repeat factor threshold 0.33561

Table 4 
Performance evaluation of the DL-based lesion detection and classification.

Performance metric Conf. interval

Hyperparameterization time (hrs, 35 trials) 11.56 ± 0.023
Training time (min.) 15.71 ± 0.067
Detection rate (%) 0.829 ± 0.028
Classification rate (%) 0.920 ± 0.010

Fig. 6. – Classification loss against number of iterations, over 10 trials.

Fig. 7. – Case A – scatter plot (neoplastic 98.8%).
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when other oral cavity imaging systems evaluation is not available (e.g., hyperspectral images, autofluorescence based images and 
OCT images).

5. Discussion

Table 8 defines the performance measures adopted for a comparison with the state-of-the art. Specifically, the “neoplastic” class has 
been represented with the symbol “+”, whereas the remaining classes have been represented with “− ”. Table 8(b) shows the defi-
nitions of: (i) true positive (T+), if the classifier correctly detects a neoplastic lesion; (ii) true negative (T− ), if it correctly detects an 
“aphthous” or “traumatic” lesion; (iii) false negative (F− ), if the classifier erroneously detects an “aphthous” or “traumatic” lesion that is 
actually “neoplastic”; (iv) finally false positive (F+) if the classifier erroneously detects a “neoplastic” lesion that is actually an “aph-
thous” or “traumatic”. According to the above definitions, Table 8(a) formally expresses the following measures: Accuracy (A), 

Fig. 8. Case A – (dis-)similarity histogram (neoplastic 98.8%).

Fig. 9. – Case B – scatter plot (neoplastic 84.8%).

Fig. 10. – Case A, bounding box (neoplastic 98.8%).
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Precision (P), Recall/Sensitivity (R), Specificity (S), and F1 score.
Table 9 shows the confusion matrix on the test set. Specifically, accuracy values per class are the following: (A)phthous 100%, (T) 

raumatic 100%, and (N)eoplastic 94%.
In the literature, different deep networks and data sets are used. However, there is still a lack of available benchmark data. For this 

reason, a quantitative comparison is often not feasible. To assess the effectiveness of our approach, the research work called MeMoSA, 

Fig. 11. – Case A, saliency map (neoplastic 98.8%).

Fig. 12. – Case A, the most similar neoplastic case (dist 0.191).

Fig. 13. – Case B: B1 aphthous 66.6%, B2 neoplastic 68.2%, B3 neoplastic 84.8%.
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published in Welikala et al. (Welikala et al., 2020), has been considered as a reference. The reason is that the base DL architecture is 
similar to OralCancerAi, although the cases are different. Table 10 shows that the performance of the two approaches, i.e., DoctoralAi 
and MeMoSA, which for the detection task are very similar. Finally, Table 11 shows the performance for the classification tasks: 
although they are not directly comparable, because calculated on different datasets, the effectiveness of DoctOralAi is clear with 
respect to MeMoSA.

Fig. 14. – Case B3, saliency map (neoplastic 84.8%).

Fig. 15. – Case B3, the most similar neoplastic case (dist 0.101).

Fig. 16. – Case B3, a similar neoplastic case (dist 0.168).
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Some other studies have been published regarding the use of AI technology in order to classify medical images, both coming from 
indirect images, such as pathology specimens and radiological images, or from direct images, such as dermoscopic or fundus oculi or 
oral simple photographs (Ilhan et al., 2020) (Lin et al., 2021). A study by Bofan Son et al. (Song et al., 2018) presented an image 
classification approach based on autofluorescence and white light images using DL methods. Images of 170 cases were captured from 
buccal mucosa, gingiva, soft palate, vestibule, floor of mouth and tongue and the information from both the autofluorescence and 

Fig. 17. – Case B3, a similar neoplastic case (dist 0.175).

Fig. 18. – Case B3, the most similar aphthous case (dist 0.520).

Fig. 19. – Case B3, the most similar traumatic case (dist. 0.389).
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white light image pair were extracted, calculated, and fused to feed the DL model. Three different architectures were used: 
VGG-CNN-M, VGG-CNN-S, and VGG-16. Then, data augmentation was implemented due to small dataset size, achieving the best result 
using transfer learning of the VGG-CNN-M module along with the data augmentation of the dual-modal images, resulting in a 4-fold 
cross-validation average accuracy of 86.9% at a sensitivity of 85.0% and specificity of 88.7%.

Other papers that are worth mentioning are two studies conducted by Ling Ma et al. (Ma et al., 2017) and Jeyaraj et al. (Jeyaraj 
et al., 2019b). With an average accuracy of 91.36%, the first study demonstrated an OSCC classification model utilizing CNNs to 

Fig. 20. – Case B3, a similar traumatic case (dist. 0.419).

Fig. 21. – Case B3, a similar traumatic case (dist 0.431).

Table 5 
Case A – Membership degrees.

Class Membership degree

Neoplastic 98.807
Aphthous 0.516
Traumatic 0.242
Healthy 0.435

Table 6 
Case B – Membership degrees.

Class Membership degree

Neoplastic 84.848
Aphthous 2.135
Traumatic 1.819
Healthy 11.198
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identify head and neck cancer in mice using hyperspectral images (HSIs). The accuracy, specificity, and sensitivity of the second 
paper’s analysis of HSIs of human oral cancer case studies were 94.5%, 98%, and 94%, respectively. Nevertheless, despite the very 
interesting results achieved in the last two studies, algorithms were developed on hyperspectral images only (HSI collects 

Fig. 22. – Heatmap based on counts of executions of the DoctOralAi.

Fig. 23. – Case B3 – (dis-)similarity histogram (neoplastic 84.8%).

Table 7 
Gateways and related percentages.

Question NO (%) specialized doctor NO (%) resident doctor

a) Lesions detected? 0.00 0.00
b) No artifact included? 5.56 5.00
c) Saliency region focused? 5.88 5.26
d) Scatter plot coherent? 12.22 26.42
e) Dissimilarity histogram coherent? 25.32 30.19
f) Inter-class similarity coherent? 3.39 2.70
g) Extra-class similarity coherent? 19.44 27.59
h) (e) or (f) or (g) 36.67 54.72
i) Pivotal? 1.00 1.00
j) Model drift? 99.50 99.50
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high-resolution images at numerous spectral bands, providing big data to distinguish between various tissue types), which are not 
easily accessible. In contrast, the approach proposed in this paper is based on simple clinical photographs, to evaluate the potential 
impact of a cost effective and widely available screening method via DL techniques.

6. Conclusions and future work

In this research work, an explainable approach to the screening of oral cancer based on Convolutional Neural Networks (CNN) and 
Case-Based Reasoning (CBR) is discussed. The main contribution of this paper is the combination of Deep Learning (DL) and CBR 
supporting the post-hoc explanation of the system answer. This explanation allows for an easy integration of human decision makers 
and DL. On one side, explainable DL assesses the reliability of the DL result, and from the other side CBR guided by human expertise 
addresses unreliable results provided by the DL.

A CNN and a related workflow have been developed and publicly released, to foster the collaboration between clinical centers in 
collecting more data on regional/national basis, as well as the collaboration between DL development centers in order to achieve the 
best networks in this field. The DL system is able to achieve state-of-the-art performance, and the proposed decision process is able to 
correctly address even resident doctors when dealing with border line cases. With an increasing number of cases, the system is expected 
to be increasingly able to rely on DL instead of on human expertise. Moreover, the human-driven CBR is able to solve the cases 
currently not solved by DL, which can be distinguished via the explainability techniques.

An alternative strategy to the object detection performed with the Detectron 2 framework is to exploit YOLO, an architecture 
proposed by Redmon et al. (Redmon et al., 2016) in 2016, which carries out the task of object detection and classification in a one-step 
process, considerably speeding up the execution of the analysis. YOLO has been used in the clinical context, and recently also for the 

Table 8 
– Performance measures.

Predicted class

  + –
Actual Class + T+ F−

– F+ T−

LEGEND.
•+ neoplastic.
•− aphthous or traumatic.
•Accuracy: A = T/(T + F).
•Precision: P = T+/(T++F+).
•Recall (Sensitivity): R = T+/(T++F− ).
•Specificity S = T− /(T−

+F+).
•F1 score = (2P⋅R)/(P + R).

Table 9 
Confusion matrix on the test set: Predicted (P) and Actual (A) cases on (A)phthous, (T)raumatic, 
and (N)eoplastic classes.

AA TA NA

AP 15 0 1

TP
0 17 0

NP
0 0 15

Table 10 
Detection performance comparison.

Approach A

DoctOralAi 0.83
MeMoSA 0.81

Table 11 
Classification performance comparison neoplastic vs. no neoplastic.

Approach A P R S F1

DoctOralAi 0.98 0.94 1.00 0.97 0.97
MeMoSA 0.75 0.67 0.94 0.57 0.78
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oral cavity (Sonavane & Kohar, 2022), however it has not yet been integrated within a CBR system. In recent studies Transformers have 
shown promising results as advanced detection methods, although they typically require larger datasets to achieve high detection 
accuracy (Liu et al., 2023). In future works, it may be necessary to expand the dataset to optimize performance and fully leverage the 
capabilities of additional detection techniques.

In conclusion, the proposed methodology shows effectiveness and potentially significant advancements in early detection of oral 
cancer. However, to further validate and enhance our findings, future work will focus on conducting a comprehensive comparative 
analysis with other existing approaches. This will be achieved by leveraging publicly available datasets, for a more extensive evalu-
ation of our approach in diverse clinical scenarios.
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