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A B S T R A C T

Oral squamous cell carcinoma recognition presents a challenge due to late diagnosis and costly data acquisition.
A cost-efficient, computerized screening system is crucial for early disease detection, minimizing the need for
expert intervention and expensive analysis. Besides, transparency is essential to align these systems with critical
sector applications. Explainable Artificial Intelligence (XAI) provides techniques for understanding models.
However, current XAI is mostly data-driven and focused on addressing developers’ requirements of improving
models rather than clinical users’ demands for expressing relevant insights. Among different XAI strategies,
we propose a solution composed of Case-Based Reasoning paradigm to provide visual output explanations
and Informed Deep Learning (IDL) to integrate medical knowledge within the system. A key aspect of our
solution lies in its capability to handle data imperfections, including labeling inaccuracies and artifacts, thanks
to an ensemble architecture on top of the deep learning (DL) workflow. We conducted several experimental
benchmarks on a dataset collected in collaboration with medical centers. Our findings reveal that employing
the IDL approach yields an accuracy of 85%, surpassing the 77% accuracy achieved by DL alone. Furthermore,
we measured the human-centered explainability of the two approaches and IDL generates explanations more
congruent with the clinical user demands.
1. Introduction

Oral squamous cell carcinoma (OSCC) represents a challenge in on-
cology, with a significant global burden of morbidity and mortality. As
one of the most prevalent malignancies affecting the oral cavity, OSCC
not only poses a substantial threat to public health but also underscores
the critical need for improved early detection strategies (Kim and Kim,
2020). The etiological factors contributing to OSCC are multifaceted,
encompassing tobacco use, alcohol consumption, viral infections, and
genetic predisposition (Bugshan and Farooq, 2020).

Currently, the main adjuvant treatments for OSCC are chemother-
apy and radiotherapy, with surgical resection serving as the primary
therapy. Nevertheless, with such multimodality treatments, which re-
sult in severe mutilation and a parallel deterioration in life quality,
the 5-year overall survival rate stays at 60% (Zhou et al., 2022).
Early identification of OSCC is critical for successful intervention and
improved patient outcomes. In this context, screening emerges as a
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crucial tool in the proactive management of oral cancer (Bramati et al.,
2021).

Screening plays a key role in the early diagnosis of OSCC, as it
is a proactive approach to identify individuals at risk or in the early
stages of the disease. Effective screening must be rapid, applicable on
a mass scale, and not depend on expensive or invasive instrumentation.
The need for time-efficient analysis further underscores the impor-
tance of employing screening tools using conventional instruments,
albeit with the trade-off of potentially less accurate data quality. The
challenges of conventional screening require a paradigm shift in ap-
proach. To address these limitations, integrating artificial intelligence
(AI) into healthcare systems holds great promise (Rajpurkar et al.,
2022). Integrating AI-based technology into healthcare systems offers a
transformative approach to oral cancer screening (Lee et al., 2021). By
leveraging advanced image analysis and AI, specifically Deep Learn-
ing (DL), hospitals can support and augment the work of their staff,
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improving the accuracy and speed of diagnostic processes. Although in-
tegrating DL-based technology into oral cancer screening is a promising
frontier, it also presents some drawbacks. Two main challenges deserve
attention: limitations in data collection and explainability problems.

Regarding data collection, choosing appropriate devices for data
collection is a critical consideration in oral cancer screening. Tradi-
tional devices, such as smartphones, are inexpensive and accessible,
making them suitable for mass screening efforts. However, these tools
introduce a significant amount of noise into the data, resulting from
factors such as reflections. This noise can potentially compromise the
accuracy of the screening process. On the other hand, expensive and
accurate machines, such as specialized scanners, offer high-quality
information that is less operator-dependent. Although these machines
are adept at minimizing noise, their high cost and limited accessibility
make them less practical for widespread screening initiatives. More-
over, the dependence on labeled data for training DL models poses
another challenge. The manual task of labeling data is susceptible to
imperfections and subjectivity. Large datasets with accurate annota-
tions are essential for the effective training of AI algorithms, which is
a practical obstacle to the implementation of these systems.

Regarding the DL explainability issue, these models are referred to
as ‘‘black boxes’’ as they do not provide details on how they reach a
particular conclusion or prediction (Kim and Kim, 2020). This opacity
can be problematic in healthcare, where understanding the reasoning
behind a decision is as important as the decision itself. To address the
lack of explainability and transparency of NNs, a solution lies in hybrid
approaches integrating DL with case-based reasoning (CBR) called DL-
CBR systems1 (Keane and Kenny, 2019). CBR is an AI paradigm that
solves new problems by referring to similar past cases. Its main advan-
tages include its ability to enable reasoning from a limited number of
examples and match past cases to facilitate problem-solving with struc-
tured solutions, leading to another advantage: CBR is interpretable;
presenting retrieved cases is effective for justifying CBR model deci-
sions. Finally, because it includes retrieval, similarity concepts, and
case adaption information, CBR offers ways to incorporate preexisting
knowledge into the reasoning process (Leake et al., 2023).

However, the potential of CBR to integrate human knowledge into
these systems is often untapped or underutilized. The current trend pre-
dominantly emphasizes leveraging DL for feature extraction, frequently
overlooking the opportunity to enhance interpretability through the
incorporation of domain-specific information or presenting an incon-
sistency between the case base and the knowledge base (Leake et al.,
2023; Weber et al., 2018; Chourib et al., 2020; Tjoa and Guan, 2021);
despite, several works have underscored the critical importance of
human knowledge integration within these systems (Raj, 2023; Lieber
et al., 2018).

To overcome these additional difficulties, Information Deep Learn-
ing (IDL) is a viable solution (Von Rueden et al., 2021) as they use
DL techniques to provide NNs with better performance by incorporat-
ing preexisting information into the architecture, resulting in better
generalization of the model and more aligned with human reasoning.

Faced with (i) the limitations of data quality collection, (ii) the
DL explainability issue, and (iii) CBR’s underexploited potential of
including human knowledge, we propose a unified framework based on
IDL and CBR able to solve lesion detection and classification problems
and provide visual explanations by integrating medical knowledge
in the form of similarity. The strength of this framework lies pri-
marily in the well-known DL-CBR hybrid system, which articulates
its decisions through visual examples, combining the robustness of
DL with case-based reasoning. This example-based learning approach
facilitates interpretability by demonstrating the logic behind the model
results (Bouzar-Benlabiod et al., 2023). When faced with a diagnostic

1 Also called ANN-CBR: artificial neural networks (ANNs) with case-based
easoning (CBR).
2 
task, the system refers to visually rich cases that best encapsulate
the pathology, similar to how a medical professional might draw on
experience. Then, we further enhance this system with IDL, marking
a novel advancement, as IDL has never been used to infuse similar-
ity information between cases into the CBR before. Guiding the NN
learning process with established medical knowledge enables visual
explanations to converge with the insight and understanding of medical
professionals (Oberste and Heinzl, 2023).

The main contributions of this work are: (i) Designing a screening
system that provides human-centered explanations, departing from
traditional developer-centered applications to enhance understanding
in the medical domain. By adopting IDL in combination with CBR,
we introduce a novel IDL-CBR framework, addressing the previously
untapped integration of human knowledge in CBR systems. Such frame-
work demonstrates the capability to incorporate physician-driven ex-
amples, contributing to bridging the gap between AI and human ex-
pertise in medical reasoning. (ii) Ensuring the robustness of our model
against different imperfections, due to a no-standardized acquisition
process or labeling error. By effectively addressing challenges inherent
in noisy images and artifacts, the solution demonstrates commendable
performance, particularly in scenarios involving conventional instru-
ments, thus eliminating the need for expensive and human-dependent
scanners. (iii) Conducting extensive benchmark experiments on detec-
tion and classification tasks by adopting state-of-the-art DL architec-
tures on our dataset. Finally, (iv) promoting research collaboration,
as we have collected and labeled a dataset that we release publicly,
addressing the scarcity of comprehensive public datasets in oral cancer
and promoting an open data approach.

The paper is organized as follows. Section 2 covers the literature re-
view and resumes some core concepts for a better work understanding.
The workflow is detailed in Section 3 by defining the different tasks
it can solve and how the different DL architectures are trained and
organized in the final screening system, while the case study and ex-
periment results are discussed in Section 4 and Section 5, respectively.
Section 6 discusses the work by analyzing the research’s strengths and
weaknesses. Finally, Section 7 concludes and outlines future research
possibilities.

2. Literature review and background

In this subsection, we provide an overview of some main concepts
for a comprehensive understanding of the research presented in this
work. Such concepts serve as the foundation on which our study is
based, facilitating a deeper understanding of the methodologies, results,
and implications discussed throughout the article.

2.1. Case-based reasoning

Case-based reasoning (CBR) is a well-known versatile problem-
solving paradigm composed of 4 phases, as shown in Fig. 1: (i) Re-
trieval, (ii) Reuse, (iii) Revise, and (iv) Retain.

The first phase is Retrieval (𝑅𝑒𝑡), in which the CBR system searches
in the base of 𝑛 cases the subset of k ones more relevant to the
current problem. This relevance is determined by a similarity function
𝑠𝑖𝑚(𝑐𝑖, 𝑐𝑗 ), such as cosine or euclidean distance, which measures the
similarity between the features of the new problem 𝑐𝑖 and those of
stored cases 𝑐𝑗 .

𝑅𝑒𝑡(𝑐𝑖) = {𝑐𝑗 ∣ arg _max 𝑠𝑖𝑚(𝑐𝑖, 𝑐𝑗 ), 𝑗 = 1,… , 𝑛} (1)

The second stage is Reuse, in which the subset of selected cases is
examined to identify potential strategies that can be applied to the new
problem. The system evaluates which components of the retrieved cases
are applicable to the current problem and can be reused directly or with
minor adaptations. The next stage is Revise, which focuses on adapting
the solutions of the selected cases to fit the current problem. This stage

often requires understanding the differences and similarities between
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Fig. 1. Case-based reasoning cycle composed of four phases: Retrieval, Reuse, Revise,
and Retain.

the retrieved cases and the new problem. The last stage is called Retain
phase, during which the case base is updated with the modified solution
to the present issue and any fresh information. This guarantees the
system’s knowledge repository’s expansion and flexibility over time by
constantly updating and improving it.

With encouraging results, the CBR paradigm has been widely used
for medical imaging (Bouzar-Benlabiod et al., 2023; Marie et al.,
2020; Gao and Gao, 2021). However, there is a paucity of research
in academia exploiting this approach for medical image analysis in
the oral cancer context. The existing literature contains a single work
on CBR in the context of oral health care (Ehtesham et al., 2019), it
works on tabular records, which require manual entry of injury-related
descriptors by physicians to facilitate retrieval of similar cases. This
approach differs from ours, as an automatic feature extraction from
images through DL techniques. However, efforts have been invested in
the use of CBR in the medical imaging domain, although not specifically
in the oral cancer domain. Examples include studies related to cervical
cancer detection using MRI (Neves et al., 2018), breast cancer research
using tabular data (Gu et al., 2020), and mammographic imaging
investigations in the context of breast cancer detection (Barnett et al.,
2021).

2.2. Deep learning and imperfect data

Another approach we want to review is DL, which has proven to
be the most effective solution for tackling complex computer vision
tasks such as image classification, object detection, and segmentation.
DL relies on neural networks (NN) to learn how to perform these tasks.

The success of DL models in image-related tasks largely depends on
the quality and integrity of the input data. However, real-world image
datasets are often subject to imperfections that can have an impact
on the performance of DL models. These imperfections can occur in
different forms, such as inaccuracies in labels and the presence of
artifacts (Xu et al., 2023). A common source of imperfections in image
datasets is related to inaccuracies in labeling. Human annotators may
introduce errors due to inconsistencies in labeling guidelines or simple
oversights (Karimi et al., 2020). Another common form of imperfection
in image data is the presence of artifacts that can arise from vari-
ous sources, including distortions introduced during acquisition using
non-standard protocols or multiple capture devices (Varoquaux and
Cheplygina, 2022).
3 
According to Karimi et al. (2020) taxonomy, to mitigate the impact
of imperfections on performance, three main strategies have been
proposed:

• Methods focusing on robust model selection against imperfec-
tions.

• Methods aiming to reduce label noise in the dataset.
• Methods that perform model training and modeling of label noise

in a unified framework.

In this work, we adopt an approach based on model robustness,
introducing an ensemble architecture into the workflow to handle
labeling artifacts and imperfections.

Additionally, we review some studies exploring this approach in
the oral cavity domain between 2021 and 2023, encompassing both
detection and classification tasks. A common thread in most of these
studies is the use of in-house photographic image sets to conduct the
experiments. Specifically, these datasets are collected by the clinical
subgroup of the research team. The scarcity of research using publicly
available datasets is partly attributed to the difficulty of finding such
resources online. The resulting literature consists of works that have
conducted experiments on datasets composed of 300–1500 images.

In Welikala et al. (2020) multiple classification tasks were addressed
by adopting the pretrained ResNet-101 architecture, including (i) bi-
nary classification problems distinguishing lesion from non-lesion with
an F1 of 87.07; (ii) referral from non-referral with an F1 of 78.30, as
well as (iii) a multiclass classification problem combining the previous
problem labels, achieving an overall F1 of 50.57. Additionally, the
study employed Faster R-CNN for lesion detection, achieving an F1
of 41.18. The dataset used in this research was collected from the
MeMoSA project, comprising 1433 images.

Another study, Warin et al. (2022), focused on the binary clas-
sification of ‘‘potentially malignant oral disorders’’ and ‘‘normal oral
mucosa’’. DenseNet-121 and ResNet-50 models were employed, obtain-
ing an F1 of 95 for classification, while detection tasks were han-
dled by Faster R-CNN and YOLOv4, obtaining F1 scores of 80.31
and 52.38, respectively. The authors conducted the experiments on a
dataset comprising 600 images.

Another interesting study is Bansal et al. (2022), one of the few
cases in which public photographic datasets were adopted. They faced
a binary classification problem, distinguishing between Cancer and
Non-cancer labels. To address this challenge, several DL models were
compared, including ResNet50, MobileNetV2, VGG19, VGG16, and
DenseNet. DenseNet was the best-performing model, with an accu-
racy of 99.38%. It is worth noting that the dataset used in this re-
search was obtained from the public platform Kaggle2 and although
not large (Barot, 2020). The dataset included 131 images, of which 44
were associated with non-cancer cases and 87 with cancer cases.

.3. DL-CBR system and Informed Deep Learning

Despite their remarkable performance, DL models sometimes are
ot considered suitable for the healthcare application domain as they
re black boxes, and they suffer from the explainability issue. The XAI
ocuses on developing techniques and methods that shed light on the
nner workings of black-box models, enabling users to understand the
otivations behind model predictions.

Mark T. Keane and Eoin M. Kenny made significant contributions to
AI by conducting extensive research in the integration of CBR and DL
s a framework for providing explanations in AI known as ‘‘ANN-CBR
wins’’ (Keane and Kenny, 2019). This framework provides a coherent
ethod for post-hoc explanation-by-example and/or counterfactual ex-
lanations, allowing for transparent insight into the decision-making

2 https://www.kaggle.com

https://www.kaggle.com
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processes of complex NNs applied to different domain applications (Dai
et al., 2022; Kenny et al., 2023; Delaney et al., 2021).

Numerous studies on DL and CBR, also referred to as Content-Based
Image Retrieval (CBIR), have been proposed in the literature, with a
major emphasis on all aspects of refining the DL training process. Barata
and Santiago (2021) proposed a DL model for skin cancer diagnosis
that provides explainability through CBIR. They explored several state-
of-the-art approaches to improve the feature space learned by the NN
based on contrastive, distillation, and triplet losses. In Allegretti et al.
(2021), the authors proposed a framework in which ResNet is originally
trained to classify dermoscopic images; then, the feature extraction
module is decoupled for generating image embeddings which allows
the images to be checked for similarity. In Bouzar-Benlabiod et al.
(2023), the authors use a DL-CBR system for classification from a
mammographic image. Since the accuracy of CBR depends on the
quality of the extracted features, an image enhancement process is
proposed to improve the quality of the extracted features and provide
a better final diagnosis via a segmentation method, based on the U-Net
architecture.

Although all these studies have made significant progress in com-
bining DL and CBR and found important user benefits (Patrício et al.,
2023), they mainly focus on DL methods to create a suitable feature
space for CBR. Therefore, the human knowledge and feedback in these
processes have not been fully addressed and exploited. This was a major
starting point; from here we investigated the possibility of introducing
human knowledge within these decision support systems.

Under this premise, Informed Machine Learning (IML) represents
a paradigm that integrates domain expertise into intelligent systems,
thereby enhancing the XAI scenario (Oberste et al., 2023). As high-
lighted in the survey (Von Rueden et al., 2021), ‘‘[...], the essence
of informed machine learning is that this prior knowledge is explicitly
integrated into the machine learning pipeline, ideally via clear interfaces
defined by the knowledge representations’’. Indeed, IML serves as a bridge
between the vast knowledge gained by domain experts and the capa-
bilities of data-driven machine learning models. The authors aimed to
explore the integration of prior knowledge into the machine learning
pipeline, articulating the research into three key aspects:

• what is the integrated source of knowledge;
• how is the knowledge expressed;
• where is it embedded in the learning process.

3. Methodology

In this section, we delve into the design of the proposed oral cavity
screening health system relying on IDL and CBR. The methodology is
organized around a comprehensive workflow consisting of two distinct
phases, as shown in Fig. 2: an offline phase and an online one.

The first part, referred to as the offline phase, focuses on training
several DL architectures, each of which has been tailored to address
specific tasks relevant to oral cave screening: lesion detection and
relevant features extraction are addressed with a pure DL approach.
The pathology classification and the corresponding visual explanation
through examples is the innovative aspect addressed with an IDL
strategy. The experiments for training and evaluating the architectures
addressing these tasks are described in detail in Sections 3.2, 3.3 and
3.4, respectively. Further insights into the specific data augmenta-
tion techniques employed for each experiment will be discussed in
Section 5.

In the second part of our workflow, the online phase, we orchestrate
the integration of previously trained DL models into a unified pipeline,
thus building the healthcare system designed to assist healthcare op-
erators and physicians. This phase transforms the knowledge gained
during the offline phase into practical, real-time decision support for

clinicians engaged in oral cavity screening.

4 
3.1. CBR system design

The CBR system development by medical experts starts with the
collection of a data set and continues with the construction of the
system itself. The process begins with the selection of an initial image
that is added to the reference cases, beginning the reference case base
of the CBR system. After the initial case is added, clinicians undertake
an iterative loop to refine the CBR system in which the entire dataset
is scanned image by image. The process consists of the following
steps: (i) a new image is selected from the dataset and compared with
the reference cases. (ii) Comparison between cases: the objective is
to assess the similarity between the target image and the reference
cases. The comparison is made according to the diagnostic criteria
and characteristics of the image. (iii) Problem resolution: If the CBR
system successfully supports identifying a match between the current
image and the reference cases, it means that the current reference cases
are descriptive and correctly model the data scanned to this stage. In
this case, the system moves on to the next image in the dataset. (iv)
Reconfiguration of reference cases: In cases where the CBR system is
unable to produce a solution, the reference cases are reconfigured.
This involves adding the target image to the base of the reference
cases, expanding their knowledge. In addition, some redundant or less
informative reference cases can be removed to maintain the relevance
and efficiency of the case base.

The data collection phase will be described in detail in Section 4,
however, it is important to point out that the labeling phase also
involves providing meta-information describing the similarity between
the images according to the base cases of the CBR system; since starting
from this information we are able to implement our IDL-CBR system
and, then, evaluate its explainability.

The dataset collection phase encompassed the acquisition of sim-
ilarity information data. This was accomplished through a ranking
approach, wherein we considered a set of 𝑛 reference cases denoted
as 𝑅 and a set of 𝑚 target cases denoted as 𝑇 . For each target case
𝑗 ∈ 𝑇 , a distinct subset 𝑅′

𝑗 of 𝑙 reference cases was selectively chosen
rom the available pool of 𝑅. In this process, the size of 𝑙 was not

necessarily uniform, varying from case to case. Subsequently, a ranking
was assigned to each reference case within the selected subset, ranging
from 1 to 𝑙 depending on its degree of similarity to the current target
case. This methodology yielded a sparse matrix of dimensions 𝑛 by 𝑚,
where each cell could either remain empty or contain a numeric value
between 1 and 𝑙 denoting the position of the reference case within
the rank for the respective target case as shown in Eq. (2). This data
structure can be represented as shown in Eq. (3). On the other hand,
creating a full matrix instead of a sparse one could make it inconsistent
with the real world. The manual task of defining the ranking introduces
an element of subjectivity and may be subject to human error, as the
similarity criteria may vary depending on the physician performing the
task.

Rank[𝑖, 𝑗] =
{

𝑟𝑎𝑛𝑘(𝑖, 𝑗) if reference case 𝑖 ∈ 𝑅′
𝑗 ⊂ 𝑅

𝑛𝑢𝑙𝑙 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(2)

𝑅𝑎𝑛𝑘 =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

2 3 𝑛𝑢𝑙𝑙 1 𝑙… 𝑛𝑢𝑙𝑙
1 𝑛𝑢𝑙𝑙 𝑛𝑢𝑙𝑙 𝑙 − 1 … 3

𝑛𝑢𝑙𝑙 𝑛𝑢𝑙𝑙 2 3 … 𝑙
⋮ ⋮ ⋮ ⋮ ⋱ ⋮

𝑙 − 1 1 3 𝑛𝑢𝑙𝑙 … 𝑛𝑢𝑙𝑙

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(3)

3.2. Lesion detection

In the initial phase of the research, we undertook a comprehensive
exploration of state-of-the-art DL object detection models to identify
the most effective approach for our oral cavity lesion detection task.

Identifying which part of the oral cavity is affected by a lesion
can be approached as a supervised learning task, specifically, object

detection. Let us consider a set of labeled images, referred to as , in
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Fig. 2. Overview of the DL architecture training process and model deployment for implementing the oral cancer screening system.
which each image 𝐼 is paired with a set of bounding boxes denoted
as 𝐵𝐼 and their corresponding class labels 𝐶𝐼 . These annotations were
provided by a domain expert. Each bounding box 𝐵𝑖 is characterized
by four parameters: (𝑥, 𝑦,𝑤, ℎ), where (𝑥, 𝑦) signifies the top-left corner’s
coordinates, while (𝑤, ℎ) indicates the width and height of the bounding
box, respectively. Additionally, the class label 𝑐𝑖 indicates the bounded
object class.

The goal is to define a mapping function 𝑓𝜃(𝐼) to make accurate
predictions for both bounding boxes and class labels of objects in test
images. 𝜃 identifies trainable parameters. The learning process trains
the model parameters 𝜃 by optimizing the loss function  over the
dataset  as shown in Eq. (4). Specifically, two distinct weighted
contributions compose : (i) the localization loss 𝑙𝑜𝑐 evaluating the
bounding box identification, weighted by 𝜆𝑙𝑜𝑐 ; and (ii) the classification
loss cls measuring the classification performance weighted by 𝜆𝑐𝑙𝑠.
The exact formulations of 𝑙𝑜𝑐 and 𝑐𝑙𝑠 depend on the experiments’
design choices. Typical implementations involve 𝑚𝑒𝑎𝑛𝑠𝑞𝑢𝑎𝑟𝑒𝑑𝑒𝑟𝑟𝑜𝑟 loss
for localization as well as using 𝑐𝑟𝑜𝑠𝑠 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 loss for classification.
The set pos regards the collection of indices corresponding to positive
samples. Additionally, 𝐵𝑖 and 𝑐𝑖 refer to the forecasted bounding box
and class label for an object, while 𝐵 ∗ and 𝑐 ∗ denote the actual
𝑖 𝑖

5 
bounding box and actual class label for the same object.

(𝑓𝜃(𝐼), 𝐵𝐼 , 𝐿𝐼 ) =𝜆loc
∑

𝑖∈pos

loc(𝐵𝐼 , 𝐵𝐼 ∗) +

𝜆cls
∑

𝑖∈pos

cls(𝑐𝐼 , 𝑐𝐼 ∗)
(4)

Following our previous pilot study (Parola et al., 2023), the initial
DL experiment involved a tuning phase of three well-known mod-
els, You Only Look Once version 8 (YOLOv8), Detection Transformer
(DETR), and Faster R-CNN.

Next, we introduce an ensemble architecture at the beginning of
the DL workflow as ensemble strategy can be an effective solution to
handle artifacts and annotation errors (Karimi et al., 2020). By placing
this architecture at the beginning of the workflow, we ensure that data
imperfection problems are handled at the early stage.

The ensemble model combines the strengths of the three individual
models relying on the window fusion submodule to aggregate predic-
tions done by single models. Specifically, let 𝐵𝑖𝑗 denote the 𝑗th bound-
ing box predicted by model 𝑖 and let  = {𝐵𝑌 1,… , 𝐵𝑌 𝑛, 𝐵𝐹1,… , 𝐵𝐹𝑚,
𝐵𝐷1,… , 𝐵𝐷𝑙} be the set of bounding boxes detected by three distinct
models for a given input image. The ensemble model generates a set
of predicted bounding boxes, denoted as  = {𝐵 ,… , 𝐵 }, by
𝐸 𝐸1 𝐸𝑝
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Fig. 3. On the left, four data points in the initial feature space, comprised of one target case 𝑐 and three reference cases 𝑎𝑖. On the right, their positions in the new informed
feature space after shifting according to the nearest-neighbor relationships provided by the experts.
assessing the overlaps among these distinct boxes.3 More precisely,
each bounding box 𝐵𝐸𝛼 is derived from a subset ̂ ⊆  through the
IoU operation, as shown in Eq. (5); here, ̂ encompasses all elements
satisfying ∀𝐵𝛽 , 𝐵𝛾 ∈ , 𝐼𝑜𝑈 (𝐵𝛽 , 𝐵𝛾 ) > 𝑡ℎ, 𝛾 ≠ 𝛽.

Furthermore, to establish a robust ensemble model, we impose the
constraint ∃ 𝐵𝑖𝑗 , 𝐵ℎ𝑘 | 𝑖 ≠ ℎ; 𝑖, ℎ ∈ 𝑀 , indicating that the ensemble
bounding box is computed based on at least two bounding boxes
predicted by distinct models. Consequently, if a lesion is identified
solely by one model, the ensemble categorizes it as a false positive.

𝐵𝐸𝛼 = ∩𝑖𝐵𝑖 ∀𝐵𝑖 ∈ ̂; 𝛼 = 1,… , 𝑝 (5)

The metrics below were introduced to compare various object de-
tection models (Padilla et al., 2020). The Jaccard coefficient-based
measure known as Intersection over Union (IoU) calculates the amount
of overlap between the predicted and actual bounding boxes. It is
determined by dividing the intersection’s area by the union’s area
between the two bounding boxes.

To evaluate the object detection predictions, for each detected ob-
ject in an image, the IoU is computed with each ground truth bounding
box. A detection is considered a true positive (TP) if the IoU with any
ground truth box archives a threshold 𝑡ℎ; otherwise, it is a false positive
(FP). Ground truth boxes not matched by any detection are considered
false negatives (FN); allowing Precision (Prec) to be computed as
TP/TP+FN and Recall to be computed as TP/TP+FN. Thus, Average
Precision (AP) can be calculated as the area under the Prec against
Recall curve at different confidence thresholds IoU. Finally, the mean
Average Precision (mAP) can be employed to assess an object detection
task’s performance by computing the average AP among the different
classes at a 𝑡ℎ value of 50% or by averaging 𝑡ℎ values between 50%
and 95%, as shown in Eqs. (6) and (7), respectively.

𝑚𝐴𝑃@50 = 1
𝑁

𝑁
∑

𝑖=1
𝐴𝑃@50𝑖 (6)

𝐴𝑃@95 − 50 = 1
𝑁

𝑁
∑

𝑖=1

9
∑

𝑗=0
𝐴𝑃@(50 + 5𝑗)𝑖 (7)

3.3. Feature extraction fine tuning

The second experimental phase was devoted to fine-tuning the pre-
trained convolutional models on our dataset. This effort sought to
exploit the potential of these models by adapting the feature domain
to our dataset. To ensure a complete and unbiased evaluation, we
maintained uniformity by employing an identical dense NN structure
for all convolutional architectures evaluated. This approach allowed
us to isolate performance differences arising solely from variations in
convolutional feature extraction patterns. As part of this comparative
analysis, we examined the effectiveness and adaptability of four distinct

3 𝑌 = 𝑌 𝑂𝐿𝑂, 𝐹 = 𝐹𝑎𝑠𝑡𝑒𝑟𝑅𝐶𝑁𝑁,𝐷 = 𝐷𝐸𝑇𝑅,𝐸 = 𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒.
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families of pre-trained convolutional architectures: RegNet, ResNet,
ShuffleNet, and GoogLeNet.

The performance of the models is evaluated both with the global
accuracy metric over the entire dataset to get an overview, and by
evaluating the accuracy per class of these architectures by obtaining
a finer granularity of performance on the classification task. This eval-
uation aims to measure the ability of each model to distinguish between
specific classes of lesions, thus providing insight into their effectiveness
in identifying lesions with different characteristics, considering that
lesions can have different severities.

3.4. Explainable classification

Finally, we present the details of the third and final experiment
conducted as part of our research to enhance the Classification by the
CBR system. This experiment focuses on addressing the crucial need
for explainable diagnosis, ensuring that the system not only classifies
new cases accurately but also provides an intelligible human-centered
explanation.

This explanation is expressed as a rank of closeness (similarity)
among the still-active cases in the case base. It is inspired by the
idea that when presented with a new medical case, doctors often rely
on their experience and knowledge to identify previously encountered
cases that are most similar to the current one. By ranking these similar
cases in terms of their relevance and similarity, the system provides an
explanation that aligns with how a human expert might approach the
problem.

According to Von Rueden et al. (2021) taxonomy, our IDL solution
to integrate human case reasoning knowledge within the system is
based on: Expert Knowledge as the source of information to be integrated
into the system; a Kwoledge Graph approach as the representation; and
Training Data as the method of knowledge integration. The knowledge
graph is a similarity graph built by the medical staff of our team. In this
representation, each node corresponds to an oral lesion, while edges
capture the similarity relationships between these lesions. The edges
are weighted to quantify the degree of similarity between cases.

The final goal of the IDL module is to manipulate the feature space
in a way that respects the rank of the most similar cases provided by the
domain expert. This process falls under the Training Data of taxonomy
as it has been implemented via a triple loss function. Triplet loss has
been extensively employed in both DL and DL-CBR systems. However,
its use has been mainly limited to a data-driven similarity learning
approach (Tang et al., 2023; Schuler et al., 2023; Tjoa and Guan,
2021), meaning processing the data to create a good representation in
feature space for a final downstream task. In contrast, our proposed
work pioneers the usage of triplet loss for integrating human similarity
information into a CBR system, bridging the gap of the untapped
potential DL-CBR of incorporating domain knowledge of the current
methodologies (see Figs. 3 and 4).

Triplet loss is a loss function stimulating the model to learn em-
beddings (representations) such that the distance between an anchor
sample and a positive sample is less than the distance between the
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anchor sample and a negative sample. Eq. (8) presents the triplet loss
(𝐴, 𝑃 ,𝑁) formula:

(𝐴, 𝑃 ,𝑁) = max(0, 𝑑(𝐴, 𝑃 ) − 𝑑(𝐴,𝑁) + 𝛼) (8)

where 𝐴 represents the anchor sample; 𝑃 represents the positive sample
(i.e., a sample similar to the anchor), while 𝑁 represents the negative
sample (i.e., a sample dissimilar to the anchor); 𝑑(., .) is a distance
metric. Finally, 𝛼 is the margin, a hyperparameter ensuring the positive
sample is closer to the anchor than the negative sample by at least this
margin.

In triplet net training experiments with triplet loss, triplet samples
are derived from the sparse rank matrix described in Section 3.1, and
the approach considers all possible triplets within this matrix. Given a
matrix row, as many triplets are generated by setting the target case
relative to the current row as 𝐴 and for each possible pair of the non-
null elements, the two elements result 𝑃 and 𝑁 according to their
relative position in the rank.

This approach provides a visual explanation by presenting sets of
reference cases sorted by similarity with respect to the target case. We
adopt the k nearest neighbor (kNN) algorithm to retrieve them. To mea-
sure the effectiveness of this approach, we propose an explainability
performance evaluation focused on measuring the alignment between
the similarity ranking produced by our classification module and that
assigned by expert clinicians, which serves as ground truth (Kumar
and Vassilvitskii, 2010). For this purpose, we rely on established a
metric from the literature for measuring similarity between rankings
to quantitatively assess the fidelity of our visual explainability solution:
Spearman Footrule and Kendall Tau distances. The metric values range
in the interval [0, 1], where 0 denotes identical ranks and 1 signifies
opposed ranks.

The Spearman Footrule distance 𝜙 is a metric used to quantify the
dissimilarity between two rankings 𝜌1 and 𝜌2, by computing the sum
of the absolute differences between the positions of each item in the
two rankings. Eq. (9) show the Spearman Footrule distance 𝜙 formula,
where 𝜌𝑗 (𝑖) represents the position of item 𝑖 in ranking 𝑗, 𝑗 = 1, 2 and 𝑛
is the total number of items being ranked.

Kendall Tau distance 𝜏 quantifies the number of pairwise disagree-
ments between item orderings in two rankings as shown in Eq. (10);
where 𝐶 is the number of concordant pairs, which are pairs of items
that have the same order in both 𝜌1 and 𝜌2; while 𝐷 is the number of
discordant pairs.

𝜙(𝜌1, 𝜌2) =
𝑛
∑

𝑖=1
|𝜌1(𝑖) − 𝜌2(𝑖)| (9)

𝜏(𝜌1, 𝜌2) = 2 𝐶 −𝐷
𝑛(𝑛 − 1)

(10)

4. Oral case study

Images of the oral cavity were collected between 2021 and 2023
from people during medical consultations at the P. Giaccone University
Hospital in Palermo, Italy, which houses the Oral Medicine Unit. Dental
hygienists, consultants, and trainees practicing oral medicine took the
images using both smartphone cameras or regular cameras to save on
expensive and advanced imaging equipment. We collected images of
three distinct pathologies. Table 1 shows the occurrences of collected
images by class. After collecting the images, the CBR base-case con-
struction process described in Section 3.1 was performed, at the end of
which we obtained a base-case reference consisting of 30 cases.

However, images acquired without capture process standardization
and standard instruments, as in our case study, often introduce noise
due to inherent variations in their characteristics. These variations
occur as disparities in illumination conditions, spatial resolutions, color
spaces, and sensor characteristics.

An additional critical aspect contributing to the dataset imperfec-
tions was the image annotation phase. We have utilized the COCO
7 
Table 1
Data set occurrences.

Class labels Short Occurences

All 567
Aphthous ap 198
Neoplastic ne 170
Traumatic tr 199

Fig. 4. Six photographic images examples of our dataset: (a) and (b) aphthous; (c) and
(d) traumatic; (e) and (f) neoplastic.

Annotator tool to annotate the photographs. A trained dental team
manually annotated the lesions in the images. Each lesion was anno-
tated with a boundary segment and a corresponding label; the boundary
rectangle was generated by the tool from the segment, by selecting
among all the rectangles containing the segment the one with the
minimum area.

However, as shown in Fig. 5, analysis of bounding box distribution
among the different classes reveals non-uniformity. Specifically, the
dimensions (height and width) of bounding boxes belonging to the
‘‘neoplastic’’ class differ from those of the other two classes. This
discrepancy in bounding box size suggests a distinct level of meticu-
lousness in the photo-taking process that covers much of the image for
the ‘‘neoplastic’’ class and from which the larger bounding boxes are de-
rived. The background portion of an image can affect performance (Cha
et al., 2021).

As anticipated, the data collection phase also included a CBR con-
struction phase, at the end of which a case base of 31 reference cases
was created as follows: 9 aphthous, 12 neoplastic, and 10 traumatic
injuries. Next, 375 rankings were generated to quantify the similarity
between 375 instances of oral lesions and the 31 reference cases. Such
rankings were determined by health experts, who evaluated between
20 and 10 cases per instance, rather than all 31, resulting in a sparse
matrix. Finally, this matrix served the derivation of 30284 triplets,



M. Parola et al.

L
R
i
a

5

t
t

t
A
o
i
c
c
v
a
i
i

t
t

e
v
r
a
T
u
r
w
l
e
a

e
i
a

t
w
p
H
g
m
c
c
i
a
h

Computerized Medical Imaging and Graphics 117 (2024) 102433 
Fig. 5. Distribution of bounding box encoding (X,Y,W,H). In (a) the scatter plot of left
corner bbox (X,Y) per class. In (b) the distribution of bounding box dimensions (W,H)
using concentric ellipses; one ellipse per percentile [5, 25, 50, 75, 90].

according to Eqs. (2) and (3), in order to train a projection network
using the loss of triplets.

5. Experiments and results

The experiments in this study were carried out using the PyTorch
ightning framework on a Linux-based machine equipped with an
TX GPU. To foster transparency of our findings and facilitate exper-

ment replication, we have made the source code publicly available
t Parola (2023).

.1. Lesion detection

In this section we present experiments related to injury detection
asks; in particular, we present a benchmark comparison between the
hree detection architectures described in the previous section.

In the data augmentation phase, we apply a series of transforma-
ions, by employing the imgaug library: (i) Brightness and Contrast
djustment: We randomly adjust the brightness (95%–105% of the
riginal) and contrast (95%–105% of the original) to simulate vary-
ng lighting conditions. (ii) Hue and Saturation Modification: Random
hanges in hue and saturation (−10 to 10) are introduced to add
olor variability to the images. (iii) Horizontal Flipping: For horizontal
ariance, we apply a 50% chance of horizontal flipping to the im-
ges, effectively doubling the dataset. (iv) Affine Transformations: To
ntroduce spatial variability, we perform affine transformations. This
ncludes random translations within a range of −10% to 10% in both
the 𝑥 and 𝑦 directions, random rotations (−10 to 10 degrees), and
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Table 2
Comparison of map metrics by classes among the YOLOv8, Faster
R-CNN, and DETR models.

Model Class MAP@50 MAP@50-95

YOLOv8

ne .498 .203
ap .345 .152
tr .613 .217
ALL .469 .191

FasterRCNN

ne .725 .289
ap .279 .107
tr .394 .155
ALL .466 .183

DETR

ne .639 .299
ap .306 .114
tr .472 .173
ALL .473 .195

Fig. 6. Comparison of mAP@50 and mAP@95-50 metrics between YOLOv8, DETR,
FasterRCNN, and ensemble on the test set.

non-uniform scaling (0.9 to 1.1) in the 𝑥 and 𝑦 dimensions while main-
aining the aspect ratio. The filling method adopted after combining
ransformations is nearest neighbor.

The training of each model was run for 100 epochs, assuming an
arly stopping condition monitoring the loss function with a patience
alue of 10 epochs. For each architecture, we tested different learning
ates (lr) from the set: [5𝑒−4, 1𝑒−5, 5𝑒−5, 5𝑒−6, 1𝑒−6]. Training, validation,
nd testing datasets were randomly generated from the entire dataset.
o ensure consistency of results, we performed multiple experiments
sing different partition generations. The final split is the one publicly
eleased and described in Data availability section. YOLO’s best results
ere achieved with the early stop condition trigger at epoch 61 and a

r value of 1e−5. FasterRCNN performed best with a lr value of 1e−5 at
poch 55. Finally, at epoch 89, the early stop condition was met with
lr value of 1e−6, giving the best results for DETR.

Table 2 shows the map@50 and map@95-50 results obtained by
ach model in the survey task, both on the entire dataset and for
ndividual classes. Fig. 6 shows the performance between the single
rchitectures and the ensemble model.

Fig. 7 illustrates various scenarios encountered during the lesion de-
ection task, highlighting both the successes and challenges associated
ith predictive accuracy. In the first case (a), all four models correctly
redicted the presence of the lesion, illustrating a desirable outcome.
owever, it is essential to acknowledge that such success is not always
uaranteed, as we will demonstrate. In case (b), while two out of three
odels detected the lesion, the ensemble model accurately assigned the

orrect label due to average voting weights, emphasizing the strength of
ombining multiple models. In contrast, case (c) introduces a common
ssue of artifacts, where a flash reflection was misinterpreted as an
dditional aphthous lesion by the DETR model. In case (d), a case of
uman-introduced noise in the annotation stage can be observed, as
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Fig. 7. Six examples of bounding box prediction for individual architectures and the ensemble model versus the ground truth.
a multi-aphthous lesion case was encapsulated in a single bounding
box, however, the models still demonstrated lesion detection capability.
Case (e) exemplifies the impact of noise, with saliva bubbles leading to
misclassifications by two models (FasterRCNN and DETR), resulting in
the prediction of the ensemble model as well. Lastly, case (f) brings out
the non-standardization of image acquisition processes, as a gauze was
mistaken for a lesion by the YOLO model.
9 
5.2. Feature extraction fine tuning

In this section, we present a comparison of several pre-trained con-
volutional architectures available within the PyTorch library, which
have been fine-tuned to adjust them to the oral cavity context.

To demonstrate the effectiveness of ensemble model detection in
mitigating bounding box size annotation bias, we conducted image
classification experiments under two distinct scenarios: using whole
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Table 3
Comparison of pre-trained convolutional models fine-tuned on an oral cancer dataset.
The table presents performance metrics for two scenarios: one ✓ in which input images
are cropped to bounding boxes and another ✗ in which whole images are fed to the
models.
Model Performance

Family vers crop Acc Acc𝑛𝑒 Acc𝑎𝑝 Acc𝑡𝑟

RegNet

x-1–6
✓

.80 .96 .81 .62
y-8 .45 .20 .50 .62
y-1–6 .64 .92 .35 .67

x-1–6
✗

.76 .95 .76 .60
y-8 .40 .22 .41 .56
y-1–6 .61 .88 .35 .61

ResNet

50
✓

.68 .96 .46 .62
34 .72 .92 .81 .42
18 .64 .86 .65 .39

50
✗

.66 .95 .43 .60
34 .71 .92 .79 .41
18 .63 .86 .62 .38

ShufNet

x0–5
✓

.60 .90 .71 .18
x1–0 .63 .91 .80 .13
x2–0 .71 .96 .58 .58

x0–5
✗

.58 .89 .65 .19
x1–0 .64 .90 .78 .15
x2–0 .67 .91 .54 .59

GoogleNet – ✓ .65 .96 .77 .21

– ✗ .67 .98 .76 .25

images and using images cropped to the bounding boxes, resulting
in zoomed images on the lesion and a consequent reduction of the
annotation bias.

For the sake of fairness, the fine-tuning process was performed by
concatenating the same fully connected dense NN at the end of each
pre-trained model. The fully connected NN performing classification
consists of (i) a hidden layer of 64 neurons with ReLu activation
function, and (ii) an output layer of three neurons. Moreover, a dropout
layer with a rate of 0.5 is interposed between them. The training,
validation, and test sets align with the experimental design detailed in
the preceding section. Additionally, an early stopping criterion was em-
ployed to prevent model overfitting. The overall and per-class accuracy
performances between the various models are shown in Table 3.

The two pre-trained convolutional architectures, both trained in
the cropped scenario, that achieved the highest accuracy performance
are ResNet34 and RegNet-x-1-6. Therefore, these models will be
adopted in the last experiment shown in Section 5.3 to implement the
overall system.

5.3. Projection training

In the last experiment, we focus on a comparative analysis of the
overall workflows implemented through both DL and IDL approaches
to understand how effective the IDL approach is in projecting human
knowledge-based features by measuring the similarity between the
ranks provided by the clinicians and the system output ranks.

The pure DL workflow consists of a fine-tuned convolutional model
as feature extractor on top of which the kNN algorithm is run to retrieve
the most similar cases. The workflow implemented using IDL consists
of a fine-tuned convolutional model, a projector network trained using
the triplet-loss, and the kNN algorithm.

In Table 4 we present the comparison between these two ap-
proaches. For each approach, we considered the two convolutional
networks that achieved the highest performance in the first experiment.
The triple network introduced in the IDL approach consists of: a linear
layer with 64 neurons, Gelu, Dropout layer, linear layer with 64
neurons. The training process of this network was significantly faster
compared to the previous two experiments due to the lower complexity
10 
Table 4
Comparison of the DL and IDL implementations of the screening system.
Method CNN Classification Similarity

Acc. 𝜙 𝜏

DL Resnet34 .701 .491 .618
Regnet-X16GF .777 .480 .604

IDL Resnet34 .812 .399 .483
Regnet-X16GF .854 .386 .470

of the data, which consisted of 64 neurons’ feature vectors. The lowest
loss value was achieved after 16 epochs with a lr value of 1e−6. The
parameter 𝑘 for the kNN algorithm was set to 5, following an evaluation
of various values between [3, 5, 7, 9].

RegNet-x-1-6 serves as the foundation for the two workflow
implementations that produced the highest accuracy results both for
DL and IDL strategies.

Concerning the similarity between the cases retrieved by the two
different strategies and those provided by the doctor, Resnet is the
model that best models this similarity when implementing the IDL
strategy, achieving a value of 𝜙 = 38, 6% and a value of 𝜏 = 47, 0%.

6. Discussion

To develop an oral cancer screening system working on photo-
graphic images, we proposed a solution relying on the CBR paradigm,
which provides visual output explanations, and Informed Deep Learn-
ing IDL, which integrates medical domain expert prior knowledge
into the system. The entire procedure was divided into three main
experiments.

Concerning the object detection task, our ensemble model achieved
a mAP@50 value of 0.732 and a mAP@95-50 value of 0.658, em-
phasizing the ensemble’s ability to maintain high accuracy even at
different thresholds. In particular, the strength of our ensemble lies
in its ability to combine the different forecasts of several models by
proposing the intersection of these and discarding forecasts that do
not match other bounding boxes. This mitigates the impact of false
positives, resulting in the removal of artifacts in the system pipeline.
Furthermore, the model performs successfully despite the bias in the
bounding box annotations made by the physicians. This underlines
the importance of exploiting aggregation methods to strengthen the
robustness of the object detection module.

During the benchmark phase aimed at selecting the best pre-trained
convolutional architecture, we set up experiments under two differ-
ent scenarios – using both whole images and images cropped to the
bounding boxes – as part of a fine-tuning process. Our experimental
results indicate that performing image classification on cropped images
generally provides comparable or better performance than using whole
images. This improvement can be observed for all the architectures
under investigation (except GoogleNet, where we observed a worsening
in accuracy) demonstrating the effectiveness of reducing annotation
bias through the use of zoomed-in images on the lesion.

At the end of this phase, our evaluation process led us to select
RegNet-x-1-6 and ResNet34 trained on the cropped setting as the
most effective, capable of achieving an accuracy metric equal to 80%
and 72%, respectively.

In addition, observing the accuracy values obtained on the individ-
ual classes, it is interesting to note for all models that the class that
obtained the highest values was neoplastic associated with cancer. This
is a very important result as it is precisely this class that one wants to
recognize with the highest accuracy.

In the third experiment, we compared a pure DL strategy with
one based on IDL to implement an oral cancer screening system. The
comparison was conducted considering both accuracy in solving a clas-
sification problem and validating the visual explanation by introducing

two metrics to assess rank similarity: 𝜙 and 𝜏.
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We observed that the accuracy performance of DL architectures in
the first experiment is similar to the kNN one performed on the features
generated without the human knowledge projection. Furthermore, we
demonstrated that both the accuracy and human reasoning similarity of
the IDL strategy incorporating a NN to feed human knowledge is more
effective than the pure DL-based implementation. Indeed, IDL achieved
an accuracy value of 85.4% compared to 77.7% for the DL strategy
(using RegNet_X_1_6GF as the backbone). With a 𝜙 value of 38.6% and
a 𝜏 value of 47.0%, the IDL also performed better than the DL approach
in terms of visual explainability. The DL obtained values of 48.0% and
60.4%, respectively.

It is crucial to emphasize how validating the visual explainability of
the system requires human experience in the form of rankings provided
by domain experts. This poses two significant challenges: firstly, assem-
bling this information requires considerable effort; secondly, without
validation by multiple domain experts, the data may be susceptible to
errors and subjective judgments, thus compromising the accuracy of
performance measurements.

7. Conclusions

Our research has addressed the need for efficient and cost-effective
computerized screening systems in the medical domain, emphasizing
the importance of transparency in their design. We recognize that
while existing XAI primarily caters to developers’ needs for model
improvement, our IDL approach integrates medical domain experts’
knowledge, providing relevant insights for clinical consumers.

The integration of IDL and CBR in our healthcare screening frame-
work represents a significant step forward in generating human-
centered predictions that align with clinical users’ requests and are
valuable for medical decision-making. To support diagnosis without re-
quiring expensive scanners or high-quality images, our solution shows
the potential of DL to work with noisy images containing artifacts
from low-cost equipment by introducing an ensemble model for ob-
ject detection at the beginning of the workflow eliminating false
predictions.

The contribution of this work lies in two main areas. First, we
designed a screening system that prioritizes human-centered explana-
tions, moving away from traditional developer-centered applications.
This change improves understanding in the medical domain, as our
DL architectures assimilate physician-driven examples, bridging the
gap between artificial intelligence and human experience in medical
reasoning. Secondly, the robustness of our model against various im-
perfections, resulting from non-standardized acquisition processes or
labeling errors, has been demonstrated. By addressing the challenges re-
lated to noisy images and artifacts, our solution achieved commendable
results, especially in scenarios involving conventional instruments, thus
eliminating the reliance on expensive and human-dependent scanners.
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