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Abstract—In an LTE-Advanced network, network-controlled
Device-to-Device (D2D) communications can be comiad in a
multihop fashion to distribute broadcasts over usedefined (and
possibly large) areas, with small latencies and ogpying few
resources. Such a service may be exploited for seafepurposes,
(e.g. Internet of Things, Vehicular communications)Engineering
a multihop D2D-based broadcast service requires wking at
both the application level on the User Equipment (8) and at the
resource-allocation level within the eNodeBs. This gper
describes the necessary modifications at both theBJand the
eNodeB, what the main issues are, and how to soltbem
efficiently. We evaluate the performance of the abee service
using system-level simulations, and demonstrate itadvantages
over standard broadcasting techniques.

Keywords— LTE-Advanced, LTE-A, device-to-device, mudih
resource allocation

I. INTRODUCTION

Proximity-based broadcast over device-to-device DD2
transmissions is expected to foster a number afievatided
services, such as advertising, smart-city appbtoati etc. [1].
There are applications, however, that need to loastidtheir
messages over larger radiuses than a single DaBntiasion’s.
Typical cases are vehicular or robotics collisiolerta or
Distributed Hash Table (DHT) lookup requests iretnet-of-
Things deployments [2]. These messages must bagatgd in
a well-defined area, which may or may not matclngls cell
(it can be both a portion of a cell, or encompassenthan one
cell). Furthermore, the geographical area mustdwered in a
short time, either because of a specific deadbndecause the
performance of applications relying on these braatc
messages depends on how fast these propagate.

To address the above issues, an obvious possitslitg
have the eNB act as a relay: the UE that genetia¢emessage
sends it to the eNB, which in turn relays it to thEs on the
required area, fast and reliably. This can be dsitleer using
the built-in  multicast/broadcast facilities of LTHi.e.,
Multicast/Broadcast SubFrame Network, MBSFN), omgs
unicast transmissions in the downlink. Unfortungteboth
options have major drawbacks. eNB-level multicastfact,
carries at least three problems: the first one It t
multicast/broadcast subframes can be used exdydivethat

purpose and they must be declared semi-statiCEtliz means
that the reactiveness to (e.g.) an infrequent atett be traded
against the periodic and non-negligible associdtess of
downlink unicast capacity. For instance, if thewwrk declares
one subframe per frame to be an MBSFN one, it 16686 of
unicast capacity, and still has a worst-case defagOms to
relay an alert. The second problem is that the atmogchanism
does not allow to fine-tune the geographical reanhfact,
MBSFN must be declared across a tracking area,hwimay
encompass more than one cell, and all the UEsaintthcking
area will hear the message. There is no way to teemessage
confined to a smaller portion of a tracking areke Third and
last problem is that multicasting at the eNB regmiithat the
latter chooses — once and for all recipients —aasmission
format: thus, some of the UEs that are in the taagga may not
be able to decode the message, which hampersiligliab

If, instead, the eNB relays the message usimicast
transmissions, we avoid the problem of MBSFN irifidity
and unreliability, and of geographical span as wakuming
that the eNB knows the positions of the intendaiprents (an
assumption which becomes more likely with the peegrof
localization services). However, a simple compatatshows
that this may require an inordinate amount of resEs)
especially in dense networks. Assume that a 40-tngesage
has to be sent to 100 UEs using unicast transmissib the
mean Channel Quality Indicator (CQI) is 5, thereéhResource
Blocks (RBs) per UE are needed on average, whicdnmthat
three entire subframes are required to send theagego all of
them. The cost in terms of exploited capacity anergy (and,
possibly, service disruption for other users) isisthnon
negligible.

This paper exploits a different possibility, whiehto the
best of our knowledge — has not been considerefarsa.e.
leveragingmultihop point-to-multipoint D2D transmissiartbe
latter do not increase the operator’'s energy sitice they are
scheduled by the eNB on the sidelink (which isroftaysically
allocated in the UL frame, [4]). Moreover, D2D tsamission
may also leveragé&equency reusewhich makes them quite
economical in terms of resource consumption, aasl we show
in this paper — the latency involved in coverintatigely large
broadcast radiuses is tolerable. To run broadeastsultihop
D2D, some intelligence is required on the UE atapplication
level, in order to decide when to relay a messagknaitigate
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Fig. 1. LTE-A protocol Fig. 2. Scheduled Resource Allocation

stack

collisions. Moreover, the eNBs must allocate resesy either
statically or dynamically, and possibly in a cooated way
across neighboring cells, for this to happen.

This paper describes the modifications requiredhiwithe
UE and the eNB to enable the above services, dissuthe
options for each of these and weighs its pros ams,cand
finally evaluates its performance in terms of laterresource
consumption and effectiveness. Similar broadca#fusitbn
problems have been addressed in other contextscialip in
infrastructureless wireless networks such as addnosensor
ones (e.g., [12]-[13]). However, the fact that ifH.resources

Fig. 3. Autonomous Resource Selection

operations. UM segments/concatenates RLC SDUst tthdi
size requested by the MAC. On reception, it reabsesn
detects duplicates and reorders RLC PDUs. AM addaRQ
retransmission mechanism on top of those functitesl The
MAC assembles the RLC PDU(s) into a TransmissioocBl
(TB) by adding its own header, and sends it dowthéoPHY
layer for transmission.

Resource allocation is performed by the eNB’s MAager
on each Transmission Time Interval (TTI) of 1 mceT
available bandwidth can be represented as a vet®esource
Blocks (RBs), which have to be allocated to backloggeds UE

are scheduledby a central entity and can be accessed onaccording to some scheduling policy. The numberR&s

demand, makes this setting quite different. Thevahmoblem
also bears some resemblance to the one of resallocation
(i.e., channel assignment and/or link schedulimg)ireless
Mesh Networks. For the above, centralized decisiaiting is
sometimes assumed, although far less often tharibdied
decision-making, (see, e.g., [5]-[6]). The settimge however
quite different, in that it is assumed that nodes equipped
with a small number of radios, which can be tured (larger,
but still limited) number of non-interfering chatseln our
case, all UEs have as many “radios” and “channafs’the
number of RBs, which is in the order of severastévoreover,
the algorithms presented in the literature oftesuaee periodic
transmissions and long-term, semi-static resouticeagions,
and unicast point-to-point transmissions. Our bcaating
problem cannot be accommodated using these algarith
Finally, some works do advocate multihop D2D traissions
in LTE-A (e.g., [15]-[17]). However, these deal imMine-to-one
transmissions, and do not consider broadcast.

The rest of the paper is organized as follows: i&edt
describes the background and hypotheses. Sectigmedents
our contribution, which is evaluated in Section Bection V
concludes the paper.

[I. BACKGROUND AND SYSTEM MODEL

required to send a TB depends on the Signal tofénésce and
Noise Ratio (SINR) perceived by the UE. To this ,aihe UE
periodically reports a representation of the SINRhe form of
a CQI. The latter is used by the eNB to selectMioglulation
and Coding Scheme (MCS) for the UE, hence the nurobe
bits that one RB can carry. In the downlink (Dlbe £NB sends
the TB to a UE on the allocated RBs. In the upliok), the
eNB sends dransmission granto the UE, which specifies
which RBs the UE can use to carry its TB, using clvhi
transmission format. In order to inform the eNB w@bthe
presence of UL traffic, a UE transmitBuffer Status Report
(BSR). However, this can be done if the UE alrehdy some
RBs allocated to it, whose space is large enougtotdain a
BSR. Otherwise, the UE needs to startRandom Access
Procedure (RAC), so that the eNB can issue a transmission
grant for the BSR in a future TTI. Collisions magcar if
simultaneous RAC requests from different UEs use shme
resources. Hence, UEs that do not receive a refiljirmthe
expected time window re-iterate the requests afteackoff.

Network-controlled D2D communications for LTE-A are
being standardized by the 3rd Generation Partrelhoject
(3GPP), mainly focusing ormoint-to-multipoint (or one-to-
many communications [3]. D2D enables direct commuiicat
between UEs when they are in proximity, withoutngsthe
traditional two-hop path through the eNB. The ne2DOink is

This section describes the LTE-A protocol stack andyiso referred to asidelink (SL). In a Frequency Division

introduces point-to-multipoint (P2MP) D2D commuriioas.

The LTE-A protocol stack is located at level 2 oé tOSI
model and it consists of the four layers depictedrig. 1.
Starting from the top, the Packet Data Convergdfratocol
(PDCP) receives IP datagrams, cyphers them ands gaeth
down to the Radio Link Control (RLC) layer, whidoies them
in the form of RLC SDUs. When the underlying MAGyda
requests data for transmission, the RLC behavesdingly to
its configured mode, i.e. transparent (TM), unaeWedged
(UM) or acknowledged (AM). TM does not perform adial

Duplex (FDD) system, SL communications usually oscin
the UL spectrum, which is likely to be less loadlean the DL
one. In this configuration, D2D-enabled UEs need b®
equipped with a Single-Carrier Frequency Divisiomulfiple
Access (SC-FDMA) receiver [4]. Resource allocatisnstill
carried out by the eNB according to two possibledem
namely the scheduled resource allocatiofSRA and the
autonomous resource selectibhRg. In SRA, the UE sends a
RAC requests to the eNB, followed by a BSR. Thiar, ¢éNB
schedules resources according to the BSR and coitates its
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decision to the UE. BSR reporting is similar totthhithe UL  Time-to-live (TTL) mechanism: the source UE sets TIL

case. This is shown in Fig. 2, along with its timiin ASR, the
UE selects resources from a pool autonomously.réseurce
pool can be configured by the eNB (semi-)staticatly. M

field in the application-level packet to the maximmumber of
hops. That field is decreased by one on recepéind,relaying
occurs if TTL>0. However, this way the broadcastaends up

RBs everyT TTIs. With reference to Fig. 3, the UE has newdepending on the network topology, i.e. the UEsifimn and
data to transmit att =1, but it needs to wait for the next eligible density, which may be unpredictable and may changetime.
TTI, i.e. att =5. Collisions may occur in this last case, if more An alternative approach consists in embedding tteadtast

than one UE selects the same resources. It is wentlarking
that P2MP D2D communications ammacknowledgedhence
there is no way for the sender to know which neiginy UE
did receive a message, and H-ARQ is disabled.

In the following, we consider a LTE-A system wh&2D-
enabled UEs are located in a multicell network.FE|E runs
an application that may generate messages (e.gculah
collision alerts) destined to all UEs within an iadry

broadcasting areaOur problem is to reach possibly all the UEs

in the broadcasting area, and as few as possikd@ledit, using

only P2MP DL transmissions, possibly relayed by UE

themselves. Fig. 4 exemplifies the system modeé 3taded
UE generates a message to be delivered to all Utaswhe
area defined by the circle. Solid arrows repretanfirst P2MP
D2D transmission, and dashed ones represent tagnglfrom
the UEs that successfully received the first trassion. A UE
that receives more than one message in the samwill Dinly
attempt to decode the one received with the stsinmmever.
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Fig. 4. System model

I1l. MuLTIHOP D2D BROADCASTING

area directly in the message, e.g., as the codedinaf the
source UE and a maximum broadcast radius. Receliag
then check whether their own position falls wittlie broadcast
area before relaying the message. This allows fiméng of the
dimensions and shape of the broadcast area, whidhade
independent of the UEs’ density. On the other h#raktually
defines which UEselay (as opposed teeceivg the message.
The actual broadcast reception area exceeds thedefne by
up to one UE transmission radius. Moreover, addiigtion
information to the message increases its size,ucoing more
network resources for transmission. The other lepget is how

So make relaying efficient. Again, this can onlyppan if

relaying occurs at the application level. If UEsndly relay
each received message, an inordinate amount of ata
congest the network, possibly disrupting the senfar other
users. An obvious countermeasure is to employ arespion
mechanism similar to that used by the Trickle atbor [7].
Trickle is used in Wireless Sensor Networks to l&tguthe
broadcasting of updates and/or routing informatidrhe
algorithm can be adapted so that a UE that receivesw
message waits for a random time in the ralfugéz,l ) I
being the Trickle interval. If the same messagedgived more
than K times in the above time window, the UE disables th
relaying of that message henceforth.

Finally, it must be considered that P2MP transroissi
reachseveralUEs simultaneously, hence may trigger a storm of
guasi-simultaneous relaying attempts. These will tinn
generate collisions, whatever the allocation schatrtbe eNB
(see next section for details). These can be ntieby
delaying UE relaying by a random time ﬁﬁ,D), D being a

In multihop D2D broadcast, the eNB does not digectl configurable parameter. Obviously, the probabititycollisions

participate in the data plane transmission, i.elo#s not send

is reduced at the expenses of increasing the latenc

any data packet, not even using MBSFN or unicast DL

transmissions. Instead, the data is broadcastébgpplications
running on the UEs. However, the eNB is still imirol of the
resource allocation, which does affect the perfoeaof the
broadcasting. Hereafter, we first discuss the epfidin-level
issues that need to be addressed at the UEs tors@giective
broadcasting, and then compare allocation polati¢se eNB.

A. Broadcast management within the UE

The two main problems to be addressed at the Ubhare
to define a broadcast areaand when to relay D2D
communicationsWe first argue that the definition of the
broadcast area depends on both the scenario angpbeof
information: considering a vehicular use case aamge,
collision notifications may interest vehicles imradius of few
hundred meters, whereas traffic advertisementdylikeed to
reach larger distances to allow drivers to possihiginge their
route. For the above reasons, this information Ishde
embedded in the application-level message. We ifgletito
options to do this in practice. The simplest apghoia to use a

B. Resource allocation in the network

As already stated, resources are controlled byetiBs,
using either SRA or ARS. In this subsection we uiscthe pros
and cons of each approach when used in conjunetitim
multihop relaying, possibly across cell borders.

The first metric to be consideredli&ency SRA incurs the
overhead of one RAC handshaker transmission which
means 10ms delay at each hop at least (see FiBlo®). that
this is the best-case scenario, since the delaybmagnger if a
RAC collision occurs or scheduling delay is expeeed, e.g. in
case of heavy-load conditions. ASR, instead, all&s to
transmit as soon as a transmission opportunity rbeso
available, avoiding the RAC/BSR handshake. In daise, the
worst-case delay taccessthe medium is the period . In
principle, ASR allocation with small periods magu# in faster
broadcasting. On the other hand, dedicating latgees to
P2MP D2D transmissions hampers UL communicatiorss an
wastes resources when there is no SL traffic.
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Another key aspect is that @bllisions With SRA, RAC
requests may collide at the eNB. However, thiselatively
unlikely: in fact, the standard mandates that UERct at
random one in 64 RAC preambles, and requests deretit
preambles do not collide. Moreover unanswered RédgLiests
(either due to collision or to lack of responsethg eNB) are
reiterated after a random backoff time. Thus, RAlisions do
delay the broadcast process, but alesynchronizeelaying
UEs, hence have positive side effects. Data trasssom on the
SL is instead made interference-free by the eNBedaling,
possibly exploiting some frequency reuse schemeh(sis the
one in [10]) that allow faraway UEs to use the sdRiés to
relay a message. With ARS allocation,
transmission on the SL from different
simultaneously on the same RBs, thus possibly ogusgvere
interference at the receiving UEs. This can begaii&d only by

increasing the numbeM and having UEs select randomly

which RBs to use. Note that the fact that allocat@operiodic
forces synchronization among groups of UEs, heat#arces
the occurrence of collisions at each successive Agending
UEs cannot know if collision has occurred, so thly possible
countermeasure is to repeat the transmission rhareance.

As anticipated in Section Il, the broadcasting aneay
encompass several adjacent cells, as shown in5Fitn this
scenario, SL transmissions in one cell may occuresources
that are instead used for other transmissions ¢tagdard UL
communications) in the neighboring cell, thus prewvey its
cell-border UEs from correctly receiving the messdgence,

coordinationamong eNBs is needed. The type of coordination

depends on how resources are allocated. If ARSaim is
used, it is sufficient that neighboring eNBs agoeethe same
allocation pattern. For SRA, more flexible and dyma
coordination algorithms can be applied, possiblgl@iing the
X2 interface. For example, an eNB may inform it&yhbor(s)
about which RBs will be allocated to a cell-bord2MP SL
transmission in a future TTI, so that the neightgpreNB(s)
avoid allocating the same resources to UL or Shsimdssions.
This is relatively easy to achieve, even withoutcentral

frequency selectivity of the channel, using moresRE&reases
the probability to incur in RBs with poor condit®that may
prevent a transmission to be successfully decotled.choice
of a transmission formadt the eNBis mandatory with SRA
(since eNBs have to issue SL grants in any caskthase carry
indication of the transmission format), but notveith ARS. In
the latter, in fact, UEmaydecide autonomously which format
to use. However, we argue that the eNB is much Hilely to
possess a cell-wide knowledge of the UE densityhielwcan
be expected to vary much slower than the time kiedato
broadcast a message — or even to know the actualosiion,
to some extent, hence it should be better ablelextsthe most

instead, datauitable cell-wide transmission format. In this egathe eNB
UEs occursshould advertise the latter periodically, using Rit@cedures.

Fig. 6. SRA with coordination among eNBs
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coordinator, provided thata lookahead of some TTIS is Fig. 7. Evaluation scenario

observed. With reference to Fig. 6,tat 9 the eNB informs its
neighbor that, in a future TTI, a grant for a dekder P2MP
D2D transmission will be scheduled. The receivih@anarks
the advertised resources as unusable at the apgaifit, and
goes on with its business. The lookahead must berrdimed
based on the delay of the X2 connection, and caxpected to
add a negligible delay to the broadcast diffusidrhis

mechanism is especially useful in dense networksvhere

cells are small and cell borders are traversed fnegeiently.

The eNBs should also select tMAC-level transmission
format for P2MP transmissions. The choice of the transiois
format is non-trivial, since it affects two conflitg objectives,
i.e. transmission range and resource consumptiofact, large
CQI values reduce the number of RBs required for
transmission, but also decrease the transmissiogeran a
relaying hop, thus requiring more hops to cover thié
broadcasting area. On the other hand, smaller G{dsv a
single transmission to get to further UEs, hencerama fewer
hops and smaller latency. However, a transmissimrupmes
more RBs, reducing the system capacity. Moreoves, td the

IV. PERFORMANCEEVALUATION

In this section we assess the performance of nopltif2MP
SL communications in terms of latency and consumed
resources, comparing the different mechanisms ithestcrin
Section lll. Simulations are carried out using Siffl [9], a
system-level simulator based on OMNeT++ [8] thatlements
the data plane of the whole LTE-A protocol stacle ¥hhanced
SImMULTE so as to support P2MP D2D communicatiorse T
evaluation scenario is reported in Fig. 7 and cesn five
adjacent eNBs, at 400m from each other. Each eM&Rs80
UEs with P2MP SL capabilities. The latter are rantjo
deployed along a straight line. We assume that &tEsstatic
&nd transmit at 30 dB in the UL and 15dB in the $he
channel is affected by Jakes fading and log-noshatiowing.
Table | summarizes the main simulation paramefers0-byte
message is generated by a random UE on each sestarithg
a new broadcast. In the following, we assume tltz telay the
same message only once and that the broadcass iedid00m,
unless otherwise specified.
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TABLE I. MAIN SIMULATION PARAMETERS e s 0.08
Received
020 4
Parameter Value E] . n_:.'i . '.}..- ‘-1:_" 0.07 250
Carrier frequency 2 GHz oo £ {"-'-_I: =g {".'-_I: oos e
Bandwidth 10 MHz (50 RBS) L i Faon pomaEgl) — {em
Path loss model ITU Urban Macro [11] Broadoast Area —_— 0051
Fading model Jakes Toos 150§
eNB Tx Power 46 dB oz | . ¥ . gy 8
- E H LY Lt 0.03
UE Tx Power 30dB (UL); 15dB (SL) | &, } Yk o 100
Noise figure 5dB g I i B e
Cable loss 2dB ey ] - 1 50
p - - TTL=6 \ =7 | . 0.01
SlmUIatlon tlme 100 S 0 500 1000 1500 2000 0 500 1000 1500 2000
Mobility model Stationary % coord m1 x coord fml 0 0
Fig. 8. Broadcast area vs. TTL Fig. 9. Average delay (left) and average allocated
RBs (right), w and w/o Trickle
A. Varying application-level settings requires that the eNBs are enhanced with an agipliciayer,

In this subsection, we evaluate how different sgttiof the ~and that they know the UE position. Fig. 10 repais 9%
UE's application layer affect the performance ofe th percentile of the delay and the allocated RBs ia DL

broadcasting and compare multihop SL broadcastiitly tive s_ubframe. As expected, delivery is _faster using eBIBying,
relaying made by the eNB. since every UE can be reached in two hops. Howeiter,

requires around 230 RBs to complete one broadgaatibest,
Fig. 8 shows which UEs receive one broadcastedagess whereas multihop SL does not allocate RBs in the DL

when the broadcast area is defined using sources UE’
coordinates and radius, or the TTL. The messageigmated B varying MAC-level settings at the eNB
by the UE denoted with the cross and should bereteld to
UEs within the range defined by the vertical dasiesl Green
circles indicate UEs that has received the messeugereas red
squares represent UEs that have not. Explicitlynohef the Fig. 11 shows how different CQI values affect the
broadcast area (top left of Fig. 8) allows the ragedo reach at performance of a broadcast. Resources are allow@esRA.
least all desired UEs, plus few UEs outside theggarThe The x axis reports the mean reception delay of WHsin the
implementation with TTL obviously depends on how ThTL  broadcast radius, whereas the y axis shows the ofetha total
is set at the source. If the value is set to Sef)esUEs at the number of RBs per broadcast. Points represent e Bs
border do not receive the message, whereas TTLhiewa@s  expected, higher CQIs allow the eNBs to allocateefeRBs. In
roughly the same result of defining the broadcasta.a fact, a single transmission requires eleven RBb @I 3 and
However, if the border is moved (either to the leftto the only one RB with CQI 15. On the other hand, larGls
right), that TTL is no longer valid and should bedified,  reduce the reception range and increase the nunfibequired
unlike when the broadcast area is embedded in #ssage. hops, hence increase the latency. However, wethatdatency
also increases with too small CQIls. As mentione8dation Il
when many RBs are used, the probability of conrecgption is
smaller due to fading. Thus, we can observe thdt Tf@sults
in the best tradeoff between latency and consurasdurces.
Similar results (although on different scales othbaxes) are
obtained for different broadcast radiuses. From powCQI 7
is used in the simulations.

Hereafter, we assume that UEs apply Trickle sugfoes
and the broadcasting area is embedded in the neessag

We now evaluate the performance of multihop D2D
broadcasting with and without Trickle suppresskfe assume
that Trickle is set such that a message is reldyébss than
K =3 duplicates are received within a time randomlecteld
in the range[5ms,10m5). The left part of Fig. 9 shows that
using Trickle slightly increases the average degyce some
UEs abstain from relaying the message and othernggd to
wait more to receive the message from a differatth.pOn the Fig. 12 and 13 compare, respectively, the averagetlae
other hand, about half the RBs are saved whenl&riskused. 95" percentile of the delay of SRA and ARS for differealues
of the broadcast radius. For ARS, we consider fiitferent
patterns, where 20 RBs are allocated with perigd€9520 and
50 ms respectively. Unless large periods are usep,20-50
ms, ARS outperforms SRA, since the time spent mgifior the
next transmission opportunity is smaller than theatdon of a
RAC handshake. However, ARS consumes much more
resources, since it must reserve a predefined anwfuRBs
even when there is no traffic. For example, wiDams period,
one eNB must reserve 1000 RB per minute. On ther dtand,
SRA only allocates the required RBs, which are ladol1 0 per
broadcast over a 1000-m radius, also factoring BRB
transmissions, as shown in Fig. 14. Fig. 15 repahis

We then compare our multihop solution with the asing
unicast eNB relaying. In this, we assume that therce UE
sends the message to the eNB only. The eNB, in fteflays the
message to the UEs under its coverage using uni@hst
transmissions and to neighboring eNBs through th2 X
interface. In order to define the geographical mneae envisage
two options with different levels of complexity. &simplest
one is making the eNBs relay the messagalltdheir served
UEs, hence the broadcast area is a number of Gélés.other
solution is to allow the eNBs to inspect the atlan message
and learn the broadcast area from it. This infoilonatan be
used by the eNBs to select the subset of destmaties, thus
reducing the number of transmissions. However, sbisition
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percentage of UEs that actually receive the messelgieh is
close to 100% and fairly insensitive of the broaticadius.

V. CONCLUSIONS ANDFUTURE WORK

In this paper we have discussed how to broadcassages
exploiting multihop P2MP D2D transmissions. We hakiewn
that this can be done using application-level ligighce on the
UEs and standard resource allocation schemes cgNBe and

GO0

Brcadcast radius [m]
Fig. 14. SRA, avg. allocated RBs per broadcast

[2

K]
4

(5]

6l

that this allows a fine-grained control over thedatcast area,

which may also encompass more than a cell.

The most interesting result is that multihop D2D@dutcast
using scheduled resource allocation is:fagt i.e. 120ms to
cover a 1000m broadcast radius at thé' @frcentile; b)

reliable, and c)economicalin terms of consumed resources,

since around 110 RBs per broadcast are requigdess than

(7

8
[0

one per reached UEas well as in term of energy saving at the[10]
eNB, which stays out of data transmission. This esaduch a

solution viable in practice.

Future work will consider improving the broadcast
leveraging UE location information for schedulingrposes.
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