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Abstract—In LTE-Advanced, the same spectrum can be re-used ineighboring cells, hence coordinated
scheduling is employed to improve the overall netwk performance (cell throughput, fairness, and enegy
efficiency) by reducing inter-cell interference. Inthis paper, we advocate that large-scale coordinan can
be obtained through a layered solution: aluster of few (i.e., three) cells is coordinated at therft level, and
clusters of coordinated cells are then coordinatedt a larger scale (e.g., tens of cells). We modeadth small-
scale coordination and large-scale coordination agptimization problems, show that solving them at of-
mality is prohibitive, and propose two efficient heirristics that achieve good results, and yet are sipie
enough to be run at every Transmission Time Interva(TTI). Detailed packet-level simulations show that
our layered approach outperforms the existing onedyoth static and dynamic.

Index Terms—LTE-A, Coordinated Scheduling, CoMP, Optimization
1. INTRODUCTION

THE ever-increasing trend towards higher user baditiiwin LTE-Advanced (LTE-A) cellular net-
works [1] finds a natural opponent in inter-celleirference. Coordinating neighboring cells, so as
to reduce the interference suffered by each Useiptent (UE, e.g. a mobile phone), is also the key
to achieve higher Signal-to-Interference-and-Nd#sgios (SINRs), hence higher throughput, energy
efficiency for the same throughput, and fairnegscfll-edge UEs. Coordinated Scheduling (CS) is a
CoMP (Coordinated Multi-Point Transmission and Reiom) technique that allows several eNodeBs
(eNBs) to coordinate service to a set of UEs: bgidieg who addresses whom and using which Re-
source Blocks (RB), pairs of cell-UEs transmissicas be scheduled concurrently with a tolerable
increase in interference, thus maximizing the bienef spatial spectrum reuse [2],[3].
Cells can be coordinated in both a distributed aéntralized architecture. The former relies oB&N
running independent algorithms and sharing inforomathrough peer-to-peer inter-eNB connections.
This approach may suffer from limited state visipi{i.e., each eNB only possesses partial inforomat
on the state of the network, and especially of medging cells, hence makes suboptimal decisiond) an
may entail higher inter-eNB communication latenci€entralized coordination, instead, can leverage

cloud-based architectures, such as Cloud Radios&chietwork (C-RAN) [4]. This makes it possible

! Some of the material included in the present pafser appeared, in a preliminary form, in [24] &28.
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to exploit network-wide information to make bettdgcisions, provided that the computational over-
head does not become a bottleneck itself.

Coordinating a (possibly large) number of cellsa@atdeciding which cells are active on which R, t
target which UE, so as to minimize the interfereand increase the overall throughput. In orderado d
this, the system needs to be able to assess & effinterference of subsets of cells on singiesU
The main problem with this approachsisale UE channel reporting is limited in practice, aamdeNB
can only be expected to be made aware of the @mrte of but a few (e.g., one or two) neighboring
cells by each UEErrore. L'origine riferimento non € stata trovata.,Errore. L'origine riferimento

non & stata trovata’. Even though increasing the coordination scalkkédy to yield diminishing
returns in the long run, the scale at which coattid scheduling is beneficial goes beyond these fig
ures. Therefore, in this paper we advocalayaredapproach: we decompose the problem sitall-
scaleandlarge-scalecoordination (SSC and LSC, respectively): we #nstieavor to coordinate a rela-
tively smallclusterof three neighboring cells, usindevel-1 master nodehat arbitrates the provision-
al schedules of the coordinated cells. Then, wkesgaby coordinatinglustersthrough a level-2 mas-
ter node, which capitalizes on the underlying SSitkwMWe formulate both the SSC and the LSC prob-
lems as optimization problems and discuss theirptexity, showing that solving each of them at op-
timality is impractical. Then we propose fast, géfective heuristics for both problems which can be
run at short timescales.

The strengths of layered coordination are sevérat; it improves the performance of the netwosk a
for throughput, Quality of Service (QoS), fairnessd energy efficiency, as we show using detailed
multi-cell packet-level simulations. The improverteareprogressive SSC alone brings significant
benefits (notably, a remarkable increase in cetubhput). Adding LSC further improves the perfor-
mance, particularly in terms of fairness, QoS amergy efficiency. Second, thanks to the efficienty
our heuristics, layered coordination can be dynamically,and at fast timescales, possibly at each
TTI, thus reaping the benefits of fresh channeliguanformation (CQI) and better coping with buyst

and/or intermittent traffic sources (e.g., vide®dhird, it is flexible it can be implemented in both a

2 One method to deal with interference measurenserdgiorted in [31], Chapter 15.2: a set of neigimigpeells can be con-
figured to transmit either a non-zero- or a zero#po Reference Signal (RS), hence one can measerentarference
with/without transmission from that set of cellsSRkare transmitted using Resource Elements inhiisidal Downlink Shared

Channel. As more cells are added to the set, mBeealRe required, which increases the overhead.
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Figure 1 — Coordinated Scheduling.  Figure 2 — Clustering architecture. Figure 3 — CQI reporting.

centralized architecture, such as C-RAN, and aibliged-RAN one, and may accommodate any eNB
scheduler, e.g., Maximum Carrier over Interferefdax C/l), Proportional Fair (PF), etc..

CS-CoMP has attracted some research lately (spe[d.and the references thereiSjaticapproach-

es (e.g. [12],[13]) have been proposed: each @l & statically reserved subset of RBs, where it
transmits only exclusively or together with low-peminterferers. Among thdynamicapproaches [8]
bears some apparent similarity to ours, in thegquires a central controller which arbitrates Bion-

al schedules made by the cells. However, it perfoconsiderably worse in practice, because the con-
troller — by arbitrating single RBs — fails to fimgbrk-arounds to conflicting requests by the eNBd a

is thus prone to long-term unfairness.

The rest of the paper is organized as follows: iBec reports background on LTE-Advanced. We
describe the system model in Section 3. Our layapgioach is explained in Section 4. Section 5 re-
views the related work. In Section 6, we evaluaie foamework and compare it to the existing ones.

Finally, Section 7 concludes the paper.

2. BACKGROUND ONLTE-ADVANCED

In this section we describe those features of fhE-A system that are more relevant to the problem a
hand, i.e. downlink scheduling at the MAC layer.

In an LTE-A network, resource allocation takes plat the level o€ells. Cells are implemented at an
eNodeB (eNB), which may be physically realized @iths a compact entity, possessing the intelli-
gence to compose cell transmission schedules dcalleframepat every TTI, or in a split architecture,
with a Remote Radio Head (RRH) connected to a laasE(BB) unit. In the latter case, BB resources
of several cells can be pooled in a centralizedtyergs in a C-RAN architecture. Since our problems
and solutions can be mapped on both frameworkstvéaghtforward architectural modifications, we
henceforth make reference to the first deploymenttfe sake of consistency and readability. Thé rad
ation pattern of a cell may or may not be isotropichis last case, cells are usually co-located.
Scheduling takes place every Transmission Timevats, (TTIs), whose duration is 1ms, and consists

3
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in allocating a vector of\{irtual) Resource Block&RBs) to UEs (one RB goes to one UE SplfEach

RB carries a different amount of bits dependingtenChannel Quality Indicator (CQI) reported by the
UE it is addressed to. The CQI increases with tleasured Signal to Noise and Interference Ratio
(SINR), and it can be eithevideband i.e. covering the entire subframe,fogquency-selectiven the
latter case, a number of per-subband CQI are regdry a UE. However, when assembling a Trans-
mission Block(TB) in a TTI, the eNB maps it on the relevant nembf RBs and choosesie Modula-

tion and Coding Scheme (MCS), typically, the ongegponding to the minimum CQI reported on the
allocated RBs.

A single UE is associated tocall, whose signal it receives and decdd@sansmissions of neighbor-
ing cells on the same RBs count as interferencégghndan be mitigated througivordinated schedul-
ing (CS), a CoMP (Coordinated Multi-Point Transmissamd Reception) technique [2]. CS can be
exemplified with reference to Figure 1: cells A @dan target UEa andb on the same RR, since

the interference that each will perceive from tieéghboring cell will be small, whereas they should
use different RBs, e.gy,andz, to target UE€ andd, and refrain to transmit anandy, respectively, to
avoid excessive interference. Interference-promesmissions imply lower SINR, hence more RBs are
required to transmit the same payload. On one hargpbviously reduces the capacity of the network
allowing fewer UEs to be served simultaneously.t@nother, it negatively affects the energy efficie

cy, which also depends on the number of bits pes.RB

3. SYsSTEM MODEL

This section details the hypotheses and goalsi®fitbrk.

For ease of representation, we picture the netwsrk tessellation of hexagons, as in Figure 2. Each
hexagon represents an area covered by three opardppells. We assume that cells are anisotropic,
radiating at 120° angles, hence each second veftahexagon hosts three co-located cells. A number
of UEs is deployed in the area: each of them is@sated to one cell, and it reports wideband CQIs t
it. However, the serving cell is made aware ofléhel of interference received by each UE fromo
other cells This information is stored by the cell schedutethe form offour different CQls, corre-

sponding to the case when either or both the teerferers arenuted

% Multi-user Multiple-Input/Multiple-Output (MIMO)échniques are outside the scope of this paper.

4 We leave out techniques suchj@st processingwhereby two cells target the same UE simultaneousigforcing the use-
ful signal.

4
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Furthermore, we assume that the network can beguoafl so that cells can lotustered by threeand

all the UEs associated to a cell report the interfee from the other two cells in the same clugtexo
ways to cluster cells, shown in Figure 2, are aberad:

- intra-siteclustering the three co-located cells at a vertex form ately

- inter-siteclustering the three cells radiating in the same hexagom farcluster.

Clustering will be used as a basis for SSC. Thatiwt, models and algorithms reported in the rést o
the paper are independent of how we cluster callspugh the resulting performance will of course
vary, as we show in Section 6. For the sake of maaness, but without any loss of generality, wié wi
refer tointra-site clustering hereafter.

We denote with A, B, C the three cells in a cluséarch one of which can allocaM RBs. To make

notation consistent, ¥ denotes a generic cell, thert1l and x—1, denote the next and the previous ones

in the above order (with wrap-around, i.&5 A= (x+1)=B, (x-1)=C). Let N(X) be the number
of UEs associated to cedl UEs can thus be identified by coupkg) wherel< j <N (x) .

Consider UF associated to celK. Its SINR, hence its CQI, will be different basad whether cells
x+1 and x-1 are active (thus increasing the interference)adr Tihis allows us to defin®ur Interfer-
ence Logical Subbands (ILSsprresponding to the four combinations of agivaf x+1 and x-1, for

that UE, and four different per-ILS CQIs accordin{dee Figure 3). We thus use two superscript sym-

bols to denote the interference from the other ¢efits. The first symbol identifies cek-1, whereas

t
X j !

the second is for celk+1. Symbol “+” means “active”, and-" means “inactive”. This wayCQI

WheretDT:{++,—+,+—,——} , denote the four possible CQIs for a PJ&ssociated to cet CQ I;*j is

the one achievable when botil andx+1 are active, etc. S@tthus represents the four IL8% a UE:
“++” denotes theno-mutingILS, “--"is thedouble-mutingone, and “+,+—" are thesingle-muting
ones. We use the name “subband”, which is suggesfimulti-band CQIs, to exploit the inherent par-
allel between coordinated scheduling, on one hand, multi-band scheduling at a single cell, on the
other: in fact, in both cases, a UE may be senased on one of relatively few CQIs, depending @n th
(interference logical) subband(s) it is assignedntence scheduling decisions must take this into ac
count. However, we recall that, in multi-band saliad), subbands have fixed size, whereas in CS the
size of ILSs must be decided.

Our goal is to coordinate a relatively high numbégcells, those radiating in a cluster of up toesev
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hexagons (i.e., 21 cells), so that a network-widasare (e.g., the overall throughput) is maximized.

4. LAYERED APPROACH TO COORDINATION

Thelogical (i.e., functional) layout of our coordination safmeis shown in Figure 4:lavel-L master
(L1M) coordinates a cluster of three cells, thudedying SSC. L1Ms are further coordinated by a
level2 master (L2M), to achieve LSC. The job of SSC islégide which subset of cells transmits on a
given RB, with the aim of optimizing a cluster-wideeasure (e.g., the overall throughput), given the
CQIs of the associated UEs. During SSC, the L1M agimpute thesizeof the ILSdor each cell in the
cluster. The purpose of LSC is insteadatoange ILSs of neighboring clusters so as to minimize the
overall interference, given that the ILS sizes halveady been set in the previous phase. The oafput
the LSC is a set of associations {RB-ID, ILS-IDpraputed in such a way that the overall interference
is reduced. Note that it is perfectly possibleun 8SC only, and still reap some of the benefitsoef
ordinated scheduling: in doing so, each clustel avilange its ILSs autonomously, hence their place-
ment will be suboptimal due to the absence of Lia@iference will not be minimized, although it Wil
be considerably less thavithout SSC). In the following, we present SSC and LSGriter: we formal-

ize both as optimization problems, show why solilngm at optimality is infeasible, and devise fast

heuristics to solve them.

Figure 4 — Layered coordination.

a. Small-scale coordination
Small-scale coordination coordinatés=3 cells. Let s ; be the number of RBs allocated to Wf
within ILS t. Let Q_; be that UE’s backlog and lef ; denote the number of bits per RB according to

the (one and only) TB format that Ugj will be scheduled with. Let us denote Wiﬂ'(c) the number
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of bits per RB achievable under CQL We denote witrb;j a binary variable that is set when Wk

has a RB within ILS. Finally, let R be a constant such th&=77(CQl,,,). A cluster-wisemax-

throughputproblem can then be formulated as follows:

N()
max > >r, ZS;,-—PX,,)

x{ABG 1 oT
st
Y %S;,j <Q* Ry Ox i (i)
r,, <77(CQly ;) +Rif1-H ) Ox j,t (i)
by <5, < MO, Ox jt (iii)
p.; <71(CQL;)-1+ Rf1- 4 ) Ox jt (iv)
N(x) . NOer) NG
Z Z SXvi + Z Sul,j + Z Sxﬂ‘j
o . = Ox (v)
N(x+1) N(x-1) (1)
+max 10 D, Sy (S M
= j=1
N(x) N( x+1) . N( x1) .
2|2 srmaxs 3osns 2 §hy
o I ()
N(x-1) " N(%) N N( x-1) .
+max Serj s S $+11 <M
=1 j=1 j=1
b,;0{0,3, §,0Z Ox, j,t ( vii)
heio Py OZ Ox,j  (viii)

The objective function states that the clusterughput should be maximized. Note that other, adtern
tive objectives can be easily substituted to thie @ order to realize different CS-CoMP strategies

We will come back to this later on. Every U has a unique rate, ;, which is multiplied by all the
RBs that are allocated to that UE, whatever thetey belong to.p, ; denotes the padding, not to be

counted as useful bits.

Constraint i) states that each UE cannot transmit more thabait&log's worth of traffic, including
possible padding bits. Padding is necessary, bedh@snumber of RBs is an integer, and queues may
never be emptied otherwise. Constraiit gtates that the rate cannot exceed the minimumbeu of

bits per RB among all the ILSs it is scheduledFar instance, if a UE is allocated RBs with no linte

ference b, =1) and with interference from both cellia;(‘j =1), it will use the smallest number of
bits per RB, i.er , = n(CQ|;'E) . Note thatR is a large constant, hence constrainti¢ inactive if
b;j =0 (meaning that ILS does not contribute to the limit). Constraiiit)(states thats;j =0 if

b,;=0,ands 21 if b ; =1, thus ensuring consistency. Constraiw} §tates that a UE always gets

7
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less than one RB’s worth of padding. Constraifts(ates that a subframe must include the RBsathat
cell x allocates to its UEs,j, whichever their ILS$(i.e., those in the first double sum). Howevetl ge
has to leave enough roamits frame to allowothercells x+1 and x—1 to allocate RBs without inter-
ference from celk. Such room is in fact accounted for in the otlhee¢ addenda, which can be further
split into two: first, the ILSs where the otherlsaiequire exclusive transmission (i.e., those \aith-
superscript). Second, the ILSs where other celigiire only x to be muted (i.e., those in tmeax
bracket). These last need not be disjoint. Figusadvs an example of coordinated subframe structure
for three cells A, B, C, over which constraim} tan be exemplified. Cell A’'s subframe (the lefsho
one) must have room for all the RBs where:
— A transmits to its UEs: first addendum ir,(corresponding to ILSs 1, 4, 6, 7 in Figure 5;
— B requestdoth A and C not to transmit: second addendumvi ILS 2 in the figure;
— Crequestboth A andB not to transmit; third addendum ) (ILS 3 in the figure;
— B requests A not to transmit, whereas C may trandingt element of thenaxbracket in ), ILS 5
in the figure;
— C requests A not to transmit, whereas B may transacond element of thmaxbracket in Y),
again ILS 5 in the figure;
The last two terms can overlap, thus we take timeiximum instead of their sum. Note that inequality
(v) is verified with some slack at cell A, i.e. thene some unused RBs (bottom parts of ILSs 4 and 6)
We will come back to this later on. Constraiwi) (describes the fact that the clusters of RBs where
muting of one or two cells is required must occtipgy same positions in the subframes of the three
cells. Finally, constraintsy{i-viii) define the domain of the problem variables.

The above problem is a mixed integer-nonlinear lemb (MINLP), with a size of

O(KEN[]]T]):q KDNEZK) variables and constraintdN being the overall number of UEs. Non-

linearity comes from the product in both the objexfunction and constraint)( whereas thenaxop-

erator in constraints/{vi) could easily be linearizRBdMINLPs are NP-hard in general. As anticipated,
the structure of this one is indeed similar to tbhia multi-band-CQI scheduling (i.e. one where a
MaxC/I allocation has to be made on per-subbandsf;@ubbands being replaced by ILSs, with the

added complication that the dimension of ILSs is kmmwn in advance, but is obtained as a result, as

® This problemcan be reformulated as a mixed-intedi@ear problem (MILP), through a careful reformulationr(itted for the
sake of conciseness), but only at the price okasing the number of variables@(z N (2* )) .

8
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per constraintsvfvi). Since the multi-band-CQI scheduling problem basn proven to be NP-hard in
[28], this one can only be NP-hard as well. In aage, solving it in a TTI's time is out of question
even for a small number of UEs, i.e., 10-20), aswshin [24]. Furthermore, we observe that the repor
ing information required is proportional to the riuemn of ILSs, which increases exponentially with the
number of coordinated cell§. This clearly indicates that clustering cellsagkr scales is impracti-

cal, and this is why our SSC scheme coordinateztbells only.

The solution to the SSC problem yields a ses‘pjf values. From the latter, the size of each L& a

cell, call it A4, can be easily obtained. However, ILSs can benged in several ways, provided that

mutual exclusion constraints are met, without dffecoptimality. For instance, the first three (e
muting) ILSs in Figure 5 could be permuted. Thigrée of freedom will in fact be exploited later on
to achieve larger-scale coordination.

As anticipated, we observe that the above problmidlation easily accommodates different objec-
tives. For instance, a Coordinated Proportional {&PF) could be achieved by simply substituting th

objective with:

N(x)
maxz xD{A,B.C}Z =1 erJ' [qz DTS;J - px,j)/q)x,i !
where o . is the long-term PF rate achieved by Ug)( which is available at each cell. Similarly,

any other scheduling strategy that weighs UEs aaegrto some constant (e.g., urgency-based, queue
length-based, etc.) can be accommodated in the saye

Figure 6 shows the information flow for optimal SSIe cells play a very minor role, since they only
juxtapose queue information (and, possibly, longaté®F rates or similar information) to the CQIls
reported by the UEs. Moreover, the L1M composegdules itself, hence each cell only has to place

UE data within it.

A B C
N UE oNB LM
ns ¥ s muted muted
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Figure 5 — Subframe structure and ILSs for thremdie Figure 6 — Optimal SSC.

nated cells.
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Heuristic solution for small-scale coordination

The key observation for our heuristic is that thie f the L1M can be made considerably easier @henc
faster) by having the cellsre-processnformation first, andoarticipate in the schedulinkater on. As
said before, the SSC problem presents similantiés the multi-band allocation problem, whose main
difficulty is determining the size of each ILS bdsmn the traffic demand.

At a high level, our SSC heuristic can be splithiree steps. First, cells makeovisional resource
allocation, deciding which UEs should be served in which IEach cell then communicates its re-
quirements to the L1M. By doing this, it makebid on how large each ILS should be to meet its
needs. Second, the L1M computesdbtual size of each ILS, by composing the cell bids, amdbing
requests that cannot be accommodated. Then, isgbrdresults back to the cells in its cluster.aAs
third and last step, cells perform thetual resource allocatignin a subframe where the position and

size of the ILSs are consistent for the whole eludtVe now explain each step in more detail.

Step 1: For each U under its control, cek computesy, ; = ﬂ(CQl;’j)/ﬂ(CleJ}) . Values y, |
indicate the throughput gain per RB of {JRwvith respect to thao-mutingILS, when that UE is sched-
uled in ILSt. We partition UEs into four setB' . Each setl groups UEs that should be served in
ILS t. The association is made by testing the followings in cascade:

- If y,; 2th®  addj to I';"; otherwise,

- f max{ Vi y;‘l} >th®™, addj to the set with the higher gain (i.¢;; if Yi, 2 V) otherwise,

- Addjtor;".

th™ and th® are thedouble-mutingand single-mutingthresholds. This way, muting of neighboring
cells is requested only when significant gains lsarobtained. At this point, the cell performpravi-

sional schedule, according to its own policy (e.g., Mdx@F etc.). The CQI used for this procedure

depends on whiclr; the UE has been assigned to. The provisional siégutovides that cells’ bid
for each ILSt, N, , which is sent to the L1M.

Step 2:In this step, the L1M sets the size and positibthe ILSs. To do so, first it composes all the
bids of the coordinated cells, which may not beudiameously feasible. Then, if there is room tosdp

it reduces the level of interference of the RBg, eoves them from the no-muting ILS to the single-

muting and double-muting ILSs as much as possitie. exact algorithms for composing the bids and

10
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upgrading the RBs are intuitively simple, but cunsbene to describe formally. For this reason, we
provide an intuitive description here, using exagsplvhen required, and refer the interested reader t

the Appendix for an algorithmic description.

Since the bids are made independently by the oelike cluster, the L1M must ensure that they are
mutually compatible, by checking the following ingdjties — homologous ta4{vi) in (1):

2

ztDTN;+z%N;'+max{ NS NG MoOx (i) @

ZX(NX”+max{ N;_*l,N;’l})+
+maX{N++ N++ N++}<

x=17" x T Wl —

(ii)

Note that inequalitiesi) are one per cell. If (2) holds, then all the bée feasible, and the L1M can
partition the subframe into ILSs. Otherwise, sorhthem must be reduced. The first part then cosisist
in decreasing by one all the bids of the violateshjualities in a round-robin fashion, until all gueli-
ties are made to hold again.

Once the bids have been composed, we can optitmz 8s, by “upgrading” RBs to more protected
ILSs whenever possible. Assume that the situatidhe one depicted in Figure 7:in ILS 4, i.e.¢he
where B only is muted, itisN.™ > N, , thus there areN_" — N,~ RBs where C would transnitone

in any case. This means that these RBs (shownameghin the figure) in fact belong @s double-

muting ILS, to which they must be added. The shampens for theN;" - NI~ RBs in ILS 5 and the
Nz~ = N," RBs of ILS 6, both to be added to cell B's doubletimg ILS. Finally, with reference to
theno-mutingILS 7, whereN," is equal to the width of the ILS, there axg* - N;* RBs where A is

transmitting alone, to be moved to its double-nmwitibS, and N;* — N.* RBs where A and B are in

fact in single-muting, since C is not using themg gherefore they should be moved to ILS 6 instead.
Figure 8 shows the final partitioning of the subiafor all the three cells, obtained by moving RBs
described above. Note that the double-muting IL®5up being larger, and the no-muting ILS is con-
siderably smaller.

As a final step, the allocation can be further excled if there are still empty RBs: for example,caa
rearrange the sanm®@-mutingRB so as to obtain threouble-mutingRBs, one per cell, as shown in
Figure 9. By optimizing the subframe partitioning specified above, the number of RBs allocated to
each cell stays the same: rather, we modify thégrference conditions, allowing higher CQIs toetxe
ploited. Finally, the L1M builds a list of tupleRB_ID, ILS_ID} and sends it to the cells.
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Step 3:This is where cells perform the actual schedulkgILSs have a well-defined size, any multi-
band scheduling algorithm can be adapted to thisqae. As already stated, solviogtimallythe mul-
ti-band version of the most common scheduling dlgors (e.g., MaxC/l and PF) is NP-hard in general
(see [28]). We therefore use a commonplace heayristiich consists in filling up one ILS at a time,

starting from the double-muting one. Considering tl-the cell assign3N; RBs to UEs that were in-
serted inl"!, at step 1, using theamealgorithm as in step 1. If some RBs remain unalied, then we

“upgrade” UEs from one of the less protected sets, (corresponding to ILSs in which more cells

transmit simultaneously). UEs are upgraded in oofielecreasing gairy;j . Vice-versa, if not all UEs

belonging tor!, can be served in IL8(e.g., because its width was reduced during sfep@ move

the remaining ones to the set of a less protedi&d ile., the one where they have the highest CQI.

Once a ISL is full, the next one is considered.

The complexity of the SSC heuristic is affordaldells are required to do no more than their schedul
ing job, and the task of L1M is computationallwial. Moreover, the information being exchanged
between the cells and the L1M (shown in Figureig@mited, andndependenof the number of UEs

or the traffic load. For this reason, SSC can edginamically at a TTI timescale

Moreover, the heuristic SSC can accommodate diffgisib-band aware) scheduling algorithms at the
cell, e.g., Proportional Fair, Max C/I, time-bagetbrity, etc. It is also worth noting that the S&&u-
ristic allows a last word (i.e., step 3) to thelgelvhich is done on purpose to achieve scheduong

sistency: suppose, in fact, that the PF criteriamlel select UEk,j to be scheduled in the double mut-

ing ILS, since it is just above th&™ threshold. If the L1M reduces the double-muting Hor x, we
do want to allow celk to choose whether to schedylan some other ILS (e.g., either of the single-
muting ones) rather than having to drop it altoget&imilarly, if the double-muting ILS is largdran

expected, we still want to be in control of which additional UEs will begonoted to it (e.g., starting

from those nearer to th&™ threshold).
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b. Large-scale coordination

It is often the case that cells of neighboring ®ts exert a considerable interference on the Uks o
cell. These are however subject to independenpandinated instances of SSC, which may result in
interference-prone schedules if interfering antesnnse the same RBs. We have already ascertained
that it is impractical to handle more than few ifgeers per UE (two, in our algorithm), hence we-ca
not use the SSC approach at a larger scale. Wmsi@ad exploit the fact that tlawerageinterference

that cellx exerts on the area covered by getlan be measured statically. Furthermore, the S§& al
rithm described in the previous section exhibitdegree of freedom, i.e., thposition of the RBs in
each frame: the output of the L1M at step 2, in,faan be permuted. More to the point, we do not
even need ILSs to be contiguous in the subframis. @dn be exploited to mitigate the inter-cell inte

ference on a larger scale. More specifically, thgpot of the SSCs of neighboring clusters can be ar
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ranged so as to minimize the interference perceyetheir UEs. We first formulate the LSC problem
as an optimization problem, whose objective is toimize the overlap of interfering cells, and then
propose a heuristic solution.

We considelC clusters, deployed as in Figure 4. For each coofptellsx andy belonging to clusters

andj respectively, we define an Interference Coeffitig@) o which measures theverageinter-

X,y !

ference thak's UEs will suffer from cell. In generala, , # a, ,, since cells are anisotropic. We call

Y, x?

T, the set of all ILSs of a cluster S, the set of ILSs where cellis active (so thaS, O T, if x[n),
and A the size of ILSs (given by the SSC). We define the following vatésb
- b, 0{0,3, whereb ; =1 means that ILSis allowed to use RB 1<i<M;

- 0,,0{0,1} , where g ., =1 means that both ILSs andt are allocated in RB. It is, of course,

St

0., =b.AND b

i,s,t S (A

The LSC problem can be formulated as follows:

i=1 (5,0 %
st.

0. Sh DiL0(sH0Sx § ()

0. <h, Di0(s908§x§ (1)
0, 21-MI2-Qh,-h,) Oi,0O6H0S xS (i)
0.0 Oi,Os,tOT, (iv)
>, 24, Os g

b, 0{0,1 i, 0s (vi)
0., 00,3 O, Os t ( vii)

3)
The objective function is to minimize the amountoekrlapping RBs. Constraintsii{ ) are the linear

version of the logical AND between variableg andb,, . Constraintif/) states that ILSs belonging to

the same cluster cannot overlap, coherently wigh88C approach described in the previous section.

Constraint {) states that the sum of RBs allocated to a $LiS no less than its sizA_. Note that
equality will hold in ¢) at the optimum in any case. Finally, constra{mtsii) show that variables are

binary. This problem is a MILP Witl’O(M c? []]Tn|2) :O(M [Cc? D?ZK) variables (i.e., around

120000 for seven clusters of three cells and fraofies) RBs), thus it is infeasible to solve it asff

time scales. Figure 11 shows the information flewthe LSC. The output of the L2M is a map that
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matches RBs to ILSs, which the L1M forwards tochk#s in its cluster.

Heuristic solution for large-scale coordination

In order to solve the above problem fast enoughuseea divide-and-conquer approach, i.e., we split
the LSC in several smaller problems. Our heurisbids cluster according to some order (e.g., starti
from the innermost cluster in Figure 4 and goingdads the outer ones), and adds one cluster at a

time: at stepn = 2, ILSs belonging tol, are arranged so as to minimize the overall mutieffer-
ence with clustersT;, 1< j<n-1. Clearly, ILSs of the first cluster can be placathitrarily in the
frame. Then, the following procedure is repeatedefich of the remaininG-1 clusters. For each cou-

ple of ILSss, t we define s, :ngyaw as the interference that cells activesiproduce on users

served by cells active in Recall that we definedr, , as a static coefficient measuring the average

interference that UEs under celsuffer fromy. Then, we solve the following optimization probtem
. M
mmZizlstTnb':S @taelivein iﬂs-t
st (4)

>A, OsOT, ()
S<1 Oi (i)
b.s 0y OiosOT, (i

The sumz in the objective is an estimate of the overalkifégrence that cells active s

it active ini St
would produce isincluded RBi, knowing which ILSs have been already allocatethat RB at earli-
er steps. Constraini)(states that each ILS consists&f RBs, whereasi( states that two ILSs of the
same cluster cannot overlap. The output of (4hesftame allocation for cluster which will be taken
into account for the allocation of clustat1. The heuristic requires solvir@r1 instances of the above

MILP. Note that the above problem is a Linear Asgignt Problem, hence can be solved in polynomi-
al time using the Hungarian algorithm (via minor difizations). Therefore,O(CEI\/Ig) is an upper

bound on the complexity of this heuristic, agaiddpendent of the number of UEs or the load. Moreo-
ver, (4) can be solved at optimality using continsioelaxation, since its coefficient matrixtigally
unimodular This means that (4) is in fact no harder tharPa L

Before evaluating the performance of SSC and LSfEh(Jwintly and in isolation), we discuss the relat

ed work.
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5. RELATED WORK

The simplest form of inter-cell interference mitiga are traditional frequency reuse schemes,a.g.
reuse of three. Although these techniques do rethecaterference, partitioning the overall bandbid
among cells impairs the overall throughput. Enhdnitequency reuse schemes, such as Partial Fre-
quency Reuse (PFR) [12] and Soft Frequency ReusR)(8.3], have thus been introduced. The idea
behind PFR is to partition the bandwidth so thdy enlimited amount of RBs can be used by all ¢ells
while others are used with higher reuse factorl-€sde UEs can take advantage of lower interference
in these sub-bands. In the SFR scheme, a cellllcarate the entire subframe, but different power le
els are employed in cell-center and cell-edge RB® examples of PFR and SFR with reuse 3 are
shown in Figure 12. Their drawback is that theipaning is static, being part of the network planning
phase, hence does not take into account the dyndimand traffic distribution.

Semi-static Inter-Cell Interference Coordinatio€IC) schemes were then proposed, based on the
above frequency reuse schemes. In [14], UEs assifitad into four interference conditions according
to the achievable spectral efficiency with diffdresuse patterns, which are similar to the fouringut
configurations used by our SSC. Bandwidth is gartéd according to theumberof UE in each con-
figuration, without taking into account their repments. The scheme proposed in [15] achieves a
semi-static PFR via a coordination algorithm — byma central controller — that takes into accownt a
erage UE rates (on all RBs) and their minimum data requirements. The output is a network-wide

PFR scheme that each cell can then enforce. Autidis] also propose an optimal partitioning oé th
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resources based on user rate requirements. Théeprotith such schemes is that each RB is assigned
a fixed reuse factor, which hampers large-scale coordinatrurthermore, such cell planning is inef-
fective when UEs are deployed non-uniformly, beeati;herently assumes that the number of reused
RBs is symmetric among the coordinate cells.

More flexible solutions have been proposed in [4@dl [18]. In [17], the algorithm at the Radio Net-
work Controller (RNC) gathers the achievable raieall users on each RB with and without the high-
est (“dominant”) interferer among neighboring cellhe RNC loops on each RB and selects which cell
is allowed to transmit, based on the achievabla gathe overall system throughput. The RNC com-
municates its decisions to the cell, together Withrecommended UE for each RB. If the recommend-
ed UEs have no traffic, the cell selects the baygéal UE that yields the maximum gain. This solution
is opportunistic, hence unfair, at both the RNC #mel cell level. Reference [18] employs the same
RNC/cell framework as [17]. The RNC iteratively wesL MILPs, one per coordinated cell. At théh
iteration, the algorithm updates the interferenaedition on each RB, based on the results of tke pr
vious iterations, and uses the results as coefiigifor the objective function. This approach mikar

to our LSC heuristic. However, it is worth notirgat our LSC heuristic coordinatégples of cells,
hence solves fewer problems (roughly one third), mmch easier ones besides. For example, consider
a scenario withC =7 triples of cells,M =50 RBs andN =50 UEs per cell. The algorithm in [18]

solves 21 MILPs withM [N = 2500 binary variables each, whereas our LSC heurisliees sixLPs
with M [QZK —1) = 350 variables, each of which is polynomial. Furthereyaolutions in [17], [18]

require per-UE, per-RB feedback to be conveyeithe RNCexactlybecause they lack pre-scheduling
This makes it impossible, in their very authorsirpn, to run RNC coordination at timescales compa-
rable to the TTI, hence they adapt worse to vagidtdffic patterns. For example, with bursty traffi
sources the load may vary greatly from one TTlth®w next. The coordination opportunities of such
situations can hardly be exploited if algorithme aun at coarse time granularities.

Authors of [19] proposed a resource allocation sehé¢hat splits the frame intorausezone and a
resource isolatiorzone. All cells can transmit simultaneously in fbemer, whereas in the latter dif-
ferent RBs (orsubchannelssince the paper is based on WiMAX) are allocatedifferent cells, with
muting requirements. UEs are scheduled in eithéhe@two zones according to the perceived interfer-
ence from neighboring cells. A central controllstablishes the partitioning of the resource isofati

zone based on a conflict graph, which determingstwtells cannot use the same RBs. However, the
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decision on the amount of RBs to allocate to aisadinly made on the number of UEs that falls & th
isolation zone (the actual traffic is not considirand is overly conservative (it is sufficient tthwaly
one UE of a given cell perceives high interferefioen a neighboring one in order to constrain the tw
cells to use mutually disjoint resources). Our &thm, instead, allows a cell to request a number o
RBs for each ILS depending on the channel quality the buffer status of its UEs. Moreover, the out-
put of the central controller is a long-term res@usharing plan (to be updated every hundreds §f TT
thus it is less responsive than our scheme.

Work [8] is again a two-stage scheduling mechaniEath UE can report its two dominant interferers
among a set of non-serving eNBs. UEs report the @Qéeach RBn three possible configurations
(both interferers active, both inactive, dominanteiferer inactive), similarly to what we do (wesal
account for non-dominant interferer inactive). dsathreshold mechanism, the cell decides the opti-
mal muting pattern for each pair UE-RB, and rurns Hungarian algorithm [20] iteratively to pre-
assign all the RBs to UEs and to create a wislofishuting of interferers. This is sent to the caht
controller, which arbitrates conflicting muting tessts by solvingpne MILP per RB. Then, it sends
back the resulting muting pattern for each cetiniforce it.

This scheme can be regarded as a possible comfetitboth our SSC and LSC. For simplicity, we
refer to [8] as D-ICIC from now on. As far as LSCdoncerned, we observe that D-ICIC suffers from
scalability problems: on one hand, a lot more imfation has to be conveyed to the central controller
(per-RB pairs of {UE, muting} sent from each coaoralied cell, as opposed t& pairs {muting, ISL
size}), similar to what is done in [17], [18]. Mareer, the number of MILPs to be solved is large (a
subframe consists of 50-100 RBs), and their dinmemscales with the number of coordinated cells, to
such an extent that it is impossible to run itistescales comparable to the TTI. Last, D-ICIC sslve
independenMILPs for each RBcapitalizing on per-RB CQIs), while our algorittsunlves the alloca-
tion problem considering all RBs in a subfrasim@ultaneouslyWhile the approach with per-RB CQIs
is more fine-grained, it also requirasotheralgorithm to select thene and onlyMCS to be used in
the presence of differing CQIs (see Section 2)aAsvial example, if D-ICIC allocates RBs 1 andb?2
the same UE, with a CQI 15 and 1 respectively,@stm is due on whether it will send traffic on: a
RB 1 only, transmitting with a CQI of 15; b) RB 2lg, with CQI 1, or ¢) RBs 1 and 2, this time with
(possibly) CQI 1 to guarantee correct receptionil®h) is obviously to be avoided, it is not immedi

ately clear that option a) is preferable to c).@ihg the optimal configuration becomes expondgtia
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hard as the number of allocated RBs increases,esad finding goodsuboptimalconfigurations is
non-trivial. None of the above works assuming pBr&QIs seems to take this aspect into account.
As far as SSC is concerned, we observe that thelD-scheme exhibits a pathological behavior. Con-
sider the simple scenario in Figure 13 with twds;eA and B. Calla andb the two UEs served by A
and B, respectively and assume thaierceives high interference from A on all the spen, hence
requests A to be muted on each and every RB. Nobeing cell-edge, has a smallgtlity value
(which is a function of its current and long-terater in [8]) thara, which is instead cell-center. Since
the central entity assigns each B&paratelyand based on the utility values, the results belithat A
wins each per-RB contest, hence gets the wholeeframd B is muted on all RBs. This leads to un-
derutilizing the resources, sineemay not even have enough backlog to fill the fraamed B would
still be prevented to use leftover RBs to addiesehis would not happen with our SSC, which instead
strives tocomposeconflicting requests from the cells, possibly byueing them proportionally. A

comparison between the two resulting allocationshiswn in Figure 14, wher&,,K, are the RBs

exploited bya andb respectively.

6. PERFORMANCEEVALUATION

In this section we evaluate the performance oftmuristics. First, we describe the simulation msdel
then we provide insight on both the SSC and LS| faimlly we compare our solution to other

schemes reviewed in Section 5.

a. Simulation model

Our evaluation is carried out using SimuLTE [9]],18 system-level simulator, comprising more than
40k lines of object-oriented C++ code. SIMuLTE e&veloped for the OMNeT++ simulation frame-
work [11], which includes a considerable amounnefwork simulation models, including the INET
framework [26], with all the TCP/IP stack, mobilitywireless technologies, etc. SImuLTE simulates the
data plane of the LTE/LTE-A radio access networlallows simulation of LTE/LTE-A in Frequency
Division Duplexing (FDD) mode, with heterogeneoi¥s (macro, micro, pico etc.), using omnidirec-
tional and/or anisotropic antennas, possibly conmicatimg via the X2 interface [27]. The SImuLTE
protocol stack includes:

- A Packet Data Convergence Protocol — Radio ResaDargrol (PDCP-RRC) module, which

performs encapsulation and decapsulation and Réteesier Compression (ROHC).
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- A Radio Link Control (RLC) module, that performsigmentation and reassembly and implements
the three RLC modes, nameljransparent Mode(TM), Unacknowledged Mod€UM) and
Acknowledged Mod@M).

- A MAC module, where most of the intelligence of lkeamde resides. Its main tasks are encapsula-
tion of MAC SDUs into a TB and vice-versa, chanfegddback management, H-ARQ, adaptive
modulation and coding (AMC).

- A Physical-Layer (PHY) module, that implements amgnfeedback computation and reporting,
data transmission and reception, air channel siiounlzand control messages handling. It also
stores the physical parameters of the node, sutfamsmission power and antenna profile, which

allows macro-; micro-, pico-eNBs to be instantiated, with different radiatignfpes.

eNB scheduling in the downlink and uplink direcson

Only downlink traffic is simulated. The simulatigeenario is depicted in Figure 15. We assume that
the traffic is generated by a server and forwatoled router to the serving cell of the receivere X2
interface is considered to be ideal (null latenegt &finite bandwidth).

We consider seven sites. Each site consists oé tbe#ls radiating toward the center of neighboring
hexagons. Each hexagon has three sites locatdurem vertices. The distance between different sites
is 500m. We assume 10 MHz bandwidth, resultingdrRBs per frame. Path loss, shadowing and fad-

ing models are taken from [21]. Cells radiationt@ats are anisotropic and attenuationAg&d) =

min{lZE@H/ 70)2 ,2%, where @ is the relative angle between the cell and theivec. Transmission

power is the same over the whole bandwidth. UEsstatic and randomly deployed, but equally dis-
tributed among cells. System parameters are surnethim Table 1. Statistics are gathered only in the
central cluster. In order to evaluate the powersoamption of the system, we use the model in [30],
which assumes that the consumed power of an aek#is an affine function of the number of trans-

mitted RBs, i.e.P = B+ p[h, where R __, is the baseline powen is the number of allocated RBs

ase

and p is the power per RB. The power model parameteréisied in Table 2.
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We simulate both application-specific and synthatdfics. More specifically, Voice over IP (VolP)
and Video on Demand (VoD) applications are simala¥olP is modeled according to [23]. The em-
ployed codec is the GSM AMR Narrow Band (12.2 I)itkith VVoice Activity Detection (VAD), i.e.

no packets are sent during silences. The duratibrtelkspurts and silence periods are distributed a
cording to Weibull functions, coherently with a eteeone conversation model. Header compression is
employed. The set of parameters is summarized bieTa VoD traffic is taken from a pre-encoded
H.263 trace file ([22]) whose parameters are surim@drin Table 4. As far as synthetic traffic is eon
cerned, we use Constant-bit-rate (CBR) sourcesrgtng 100-byte packets each 10 ms. The latter are

used to reach saturation with a smaller numberkd.U

Table 2 - eNB power model.

p. | 260w
p | 3.76 WIRB

Table 3 — VolP model parameters.

Talkspurt duration Scale 1.423
(Weibull distribution) | Shape 0.824
Silence duration Scale 0.899
(Weibull distribution) | Shape 1.089
Codec Type GSM AMR Narrow Band
(12.2 kbps) w. VAD
VAD Model One-to-one conversation
Figure 15 — Simulation scenario. Header Compression Agtive g RTP+UDP+IP headers
= 6 bytes
Table 1 — System parameters. Packet length 32 bytes/frame + 6 bytes Hdr
+ 1 byte RLC
Parameter Value : Table 4 — VoD trace statistics.
Cellular layout Hexagonal grid
Inter-site distancg 500 m Min frame size 27 Bytes
Carrier frequency| 2 GHz Max frame size 6806 Bytes
Bandwidth 10 MHz Mean frame size 560.703 Bytes
Number of RBs 50 Mean bit rate 15.598 kbps
Path loss model Urban Macro Peak bit rate 136.133 kbps
Fading model Jakes (6 tap channgls) Frames per second 25
eNB Tx Power 46 dBm

b. Results

First, we present performance results for our seéheme show how to tune the thresholds of the SSC
heuristic, we demonstrate the added value of empiolarge-scale coordination, we highlight the dif-
ferences between intra-site and inter-site clusgerand we discuss the time cost and the optimafity

our approach. Then, we compare our scheme to sbthese reviewed in Section 5.

Small-scale coordination
We assume intra-site clustering. In this scenaneyy cluster runs SSC independently, and LSCtis no

employed. In Figure 16, we report the average MAgt cell throughput achieved in the cells of the
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central cluster in different load conditions, usiyeral values for the thresholds, with CBR tecaffi
The figure shows that the system behaves simifariya relatively wide range of thresholds. This is
because the optimization step at the L1M incredsesiumber of RBs in the protected ILS as much as
possible, thus mitigating the effects of possikibaptimal choices of threshold values and makirg th
algorithm more robust. Obviously, thesesa limit to what the L1M can do to counterbalanceann-
figurations: at high loads, if the thresholds apehggh that most UEs end up in the no-muting ILS,
which in turn fills most of the subframe, therens room for improving the situation. In the follavg,

we use values 5 and 2 for the double- and singléngithresholds, respectively.

Avg Cell Throughput
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Figure 16 — Average cell MAC throughput with sevéhabsholds

Large-scale coordination

LSC is independent of SSC and may run at diffetiemt scales. In Figure 17 we show the cumulative
distribution functions (CDFs) of the UE MAC-levélrobughput with 50 and 75 UEs per cell, with VolP
traffic. Several periods have been tested, expdeasemultiples of TTIs in the captions. Our results
show that the benefits of a fast-paced LSC showtugigher loads, in terms of cell-edge throughput,
identified by the 5 percentile of the CDF. Protecting cell-edge UEmifact a key operator require-
ment. Recall that the LSC takes the subframe panitity generated by the SSC as an input. Thus,
when the period is a multiple of the TTI, in betwewo iterations of the LSC algorithm it may happen
that the subframe generated by one L1M does natdlt in the arrangement provided by the L2M
earlier on. Thus, it is likely that some UEs arkestuled in inadequate RBs. Clearly, this is notcimse
when LSC is run on each TTI. On the other handtegtmn of cell-edge UEs is not achieved at the
expenses of a reduction in cell throughput, asfiegtoy both graphs. We use a period of one fer th

LSC from now on.

SSCvs. LSC
We now show that using the second layer of cootitinan top of the first one brings additional bene

fits. We report the CDFs of the UE MAC-level thrdygt in Figure 18. VolIP traffic is used. The green
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line refers to the case with both SSC and LSC ewdhhihereas the red line represents the use of SSC
without LSC. In the latter case, cluster run indefEnt, uncoordinated instances of SSC. The brown
line represents the case with no coordinationlaffak blue line reports adeal baseline, obtained by
sending the same VolIP traffic on a wired Gb-sp@dd The CDF obtained with LSC practically over-
laps the latter, leaving the other progressivelyifie as the load increases. Figure 19 reportsube a
age MAC-layer cell throughput in the same scenaiih a varying number of UEs.

LSC also impacts the user QoS. Figure 20 show€ie of the Mean Opinion Score (MOS) of VolP
flows in the same scenarios. The MOS measuresuhktyexperienced by human users taking into
account mouth-to-ear delays and losses (thereladimgy those at the playout buffer) [23], and rage
from one (unintelligible) to five (perfect). A MO&bove three is considered satisfactory. We observe
that LSC achieves both a higher average MOS, ewvéowaloads, and a smaller variation (which im-
plies higher inter-user fairness) than the othes.tdt high loads uncoordinated resource allocation
leaves about 20% of the UEs with a MOS of 1, ireuaintelligible conversation.

Finally, the benefits of LSC also show up when gpefficiency is considered. Figure 21 reports the
average number of RBs allocated by each cell intwee cases and the resulting consumed power,
showing that LSC achieves a higher throughput watighly one third of the RBs with respect to the
SSC case.

Looking at the average number of allocated RBs, mag think that the network is underloaded. For
instance, in the scenario with 75 UEs per cell 8C only (second bar from the right in Figure 21,
left), a cell uses an average 12 RBs in a subfrai®®. However, muting has to be taken into account
in the same scenario, the numberefuestedRBs per cell is 22.7, and their muting requestssar

that on average 40.5 RBs are requested in toga] (e subframe is 80% full).

Intra-site vs. Inter-site SSC

Clustering is used as a basis for the SSC. Ingthissection, we show how the choice of a cluster af-
fects the performance. Figure 22 reports the CDEhefMAC-level UE throughput with 75 UEs per
cell. Using intra- or inter-site clustering doeg affect fairness among UEs, for both SSC and L&3C,
their CDFs are almost overlapped. Figure 23 shbesiimber of allocated RBs and the corresponding
power consumption. Inter-site clustering allocdtager RBs when only SSC is employed, as UEs are
more protected from their major interferers. Indtethe number of allocated RBs is essentially the

same when the LSC is also run. In a traditional Rédployment, SSC can be performed with short
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latency if intra-site clustering is adopted, sitice clustered cells are at the same site. Intereiister-
ing, instead, requires cells to be connected throadditional wiring, thus it may require higher
CAPEX and latency. In a C-RAN deployment, all call® connected to a central processing unit,
which performs resource allocation. In this cabke, tivo clustering schemes are equivalent from the

CAPEX and latency viewpoints.

Time cost and optimality

We now investigate the time cost of our heuristiod the optimality ratio of the SSC. We have run th
SSC and LSC heuristics on a (rather low-end) P® witntel Core 17 CPUs at 2.80 GHz, 8 GB of
memory and Ubuntu 14.04 OS, and the results arershoFigure 24: the average running time of the
SSC is in the order of few tens of microsecondsneat higher loads. On the other hand, the solving
time of the whole LSC heuristic ranges betweenms?and 1.6 ms using CPLPEX, and between 0.9
ms and 1.2 ms using the Hungarian algorithm. Algtothe latter times are actually above the TTI
threshold, these figures confirm that solving tf&ClLheuristic at TTI timescales is within reach@®f t
day’s technology, e.g. by employing more powerfaldware.

As for SSC optimality, Figure 25 shows a scattdrplothe optimality ratio against the whole cluster
backlog in some snapshots of a simulation run XHJEs per cell. A fully-fledged, per-TTI compari-
son is made impossible by the fact that the timgotee the SSC optimization problem at optimalgty i
in the order of minutes per TTI. The optimizatiowipem is formulated as a MILP and solved with an
optimality gap of 5%, hence optimality ratios aesaaled by 0.95 to play on the safe side. Figure 25
left, shows an average optimality ratio larger tBar2, whemo LSC is run. At lower loads, i.e., when
optimality is probably less of a concern, more afility can be observed. Figure 25, right, shoves th
same result when the LSC is enabled as well. dase, even though the offered load is the sdmae, t
average backlog is considerably smaller, thankkdaeduced inter-cluster interference. Moreoves, t
optimality ratio becomes considerably higher (eaatker in the scatterplot encompasses a large num-
ber of overlapping points). We are unfortunatelghie to provide figures for the LSC heuristic, sinc
CPLEX refuses to solve optimization problem (3) wHeé =7 and M =50. When scaling down to a
smaller dimension (i.e.C =3), 40 minutes of CPLEX computation are not enowghkdlve problem

(3) at optimality (gaps are still high, i.e., ardu20%-30%). However the best results found thubyar

CPLEX practically overlap those of our heuristic.
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Comparison with other schemes

We compare our scheme against three reference omewly the non-coordinated case, the PFR
scheme and the D-ICIC algorithm presented in [8 Wise the MaxC/I scheduler. In the non-
coordinated scheme, each cell performs its owndidimg independently and can exploit the whole
frame. This scheme maximizes the utilization of fitegjuency resources by each cell. However, it is
severely affected by inter-cell interference, sineghboring cells can transmit on the same RBs.

We use the following static partitioning of the bandth for PFR: the first 20 RBs are shared among
all cells, whereas the remaining RBs are employitkd avreuse-3 pattern, i.e. 10 RBs per cell. Wé cal
these two partitions “cell-center subband” and |“‘eelge subband”, respectively. A UE will be
scheduled in the cell-center or in the cell-eddeband according to the power received from its-serv

ing cell. If P} > P, , theni is a cell-center UE, otherwideis a cell-edge UE. We sé}, equal to -40

and -50 dBm. We also assume that the cell schegakgesses two CQIs for each UE, one for the cell-
center subband and one for the cell-edge subbamtdsehedules the UE in either subband using the
correct CQI.

In D-ICIC, cells periodically do a pre-assignmehfpe using the Hungarian algorithm and send mut-
ing requests to a central controller. The latt@ties to each cell indicating which RBs can be used
transmission during the next period and which canBimce [8] does not specify how the actual sched-
uling is carried out, i.e., what cells actually @uce the central controller has terminated its yab use

an algorithm that first schedules UEs in the REytivere assigned during the pre-assignment phase. |
there are still backlogged UEs, we schedule thelaftover RBs using a MaxC/I scheduler. The cen-
tral-level algorithm is run every 10 ms.

Figures 26-27 show the CDFs of the frame delaylesglratio of VoD traffic with a varying number of
UEs. Our scheme achieves lower delay and framedadssin the others. This is because our scheme, by
improving coordination, allows higher CQls, herfieerRBs for the same transmission, and makes in-
terference more predictable. This is important \eitimsty traffic, such as VoD. In fact, a low-CQIE U
may end up transmitting a (portion of a) large videame in a single, large TB. This, coupled with u
predictable interference, considerably increasesethor probability, to a point where four H-ARQ re
transmissions are not enough to decode the PDhealdstination. This effect was already observed in

[29], in different conditions. The behavior of tRER scheme depends heavily on the threshold Rjue

With -40 dBm, more UEs will fall into the cell-edgaibband than with -50 dBm. On one hand, this
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makes UEs more protected from interference. Orother hand, this would overload the cell-edge sub-
band faster, since it is only 10 RB wide. Overlogdhe cell-edge subband increases transmissiaggjel
as shown in Figure 27. Our results suggest thalQ-causes unfairness: in fact, its delay and friose
ratio are comparable to those obtained with PFRaimut 60% of UEs, but are much higher for the oth-
ers. At low loads, e.g. with 10 UEs per cell, D@3k worse than no coordination at all, since évents
cells to exploit the whole bandwidth unnecessdgge the example of Figure 14), and the preassignme
allocates the same number of RBs to each UE, riegardf their demand, which is harmful with highly
variable traffic. On the contrary, the pre-allooatphase of our SSC algorithm reserves RBs acaptdin
the users’ demand and CQIs. Requests may be rebydbd L1M only if they cannot be accommodated,
and the muting pattern of the RBs is “upgradedth®/L1M as long as there is space to do so. Figare
shows the average number of allocated RBs anduwirage consumed power, in the scenario with 10
UEs per cell. The latter shows that, when LSC msdudewer RBs are allocated than with the other

schemes, which results in a more energy-efficibotation.

7. CONCLUSIONS

This paper presented a resource allocation franlevasrdynamic CS-CoMP in LTE-Advanced net-
works. Coordinated scheduling addresses the probfeselecting which cells transmit in which RBs
S0 as to mitigate the interference suffered by Wis.showed that in general this problem cannoescal
to large dimensions, in terms of number of coordidacells, due to the amount of UE channel report-
ing required and the complexity involved in mangtirlg it. We have then proposed a layered ap-
proach, which splits the problem insonall-scaleandlarge-scalecoordination. Small-scale coordina-
tion (SSC) arbitrates a small cluster of threesgddl partitioning the frame in interference logisab-
bands (ILSs). Each ILS defines the subset of ¢bHs$ can transmit in the same RBs. SSC has been
used as a basis for large-scale coordination (L&8ich was accomplished by defining the position of
the ILSs in the frame, so as to minimize the im@fice among neighboring clusters. We modeled both
SSC and LSC as optimization problems, and showem th be too complex to be solved at optimality.
Thus, we designed fast heuristics that can be tdrratimescale. System-level simulations showed
that our scheme achieves significant benefitsrimseof throughput, QoS and fairness among UEs, and
outperforms static and dynamic schemes proposéakititerature. Moreover, it keeps the number of

allocated RBs low, thus increasing the energy iefficy.
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9. APPENDIX

We provide here a formal description of the aldomis run in Step 2 of the SSC. The bid composition
algorithm is reported in Figure Al. For each indiqyan (2), we compute the exceeding RBs (lines 1-
3). We then scan the inequalities and decreaseitisethat appear in each of them (line 9), un# th
excess of the inequality is nullified. Since a bfgpears in more than one inequality, the excessiss m
be updated (lines 15-16). By scanning the inedealiby decreasing order of their excess (lineh®, t
number of required iteration is in general smaléex,t is more likely that fixing those with largex-
cessedirst will make some other inequalities hold as well.

Once the bids have been composed, we can defirnéS$ise With reference to the pseudo-code in Fig-
ure A2, we denote the size of an ILS/g), wherex is the set of active cells in that ILS. Double-
muting ILSs are easily defined (line 1). Since $iee of single- and no-muting ILSs is defined as th
maximumamong the requests from neighboring cells, theag be unused RBs in each subframe.
Starting from the single-muting ILSs, for each agé compute the size of the (possibly two) unas-
signed areas (lines 3-4) and fill them with as mRM®Bs as possible from the no-muting bid (lines 5-
10). Then, the size of single-muting ILSs is dedirses the minimum between the corresponding bids
(line 14), while their difference is added to treutle-muting ILS of the cell that requested moresRB
(lines 15-17). Similarly, no-muting ILS is defined the minimum among the no-muting bids (line 19)
and the excesses are redistributed to single- andle-muting ILSs (lines 20-23). According to this
procedure, some of the single-muting RBs will bgraded to double-muting, and some of the no-
muting RBs will be upgraded to either double-mutimgingle-muting.

Finally, if there are enough unallocated RBs, we tansform one no-muting RB into three double-
muting RBs. With reference to the pseudo-code glifei A3, given the number of unallocated RBs
(line 1), we compute the amount of RBs that camioged to double-muting, taking into account that
one no-muting RBs will become three double-mutiig@sRline 2). That amount of RBs is carved from
the no-muting ILS (line 3) and added to double-muytiLSs of the three cells proportionally, allowing

for some integer rounding which preserves the paighmount (lines 4-10).
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1. for each inequality i in (2)

2. excess(i) =l eft_nenber-right_nenber;

3. end for

4. sort inequalities in (2) by decreasing order of excess(i);
5. while list is not enpty

6. extract top inequality i;

7. whi | e excess(i)>0

8. for each bid N(x,t) ini

9. N(x,t)--; excess(i)--;

10. if excess(i)==

11. break for;

12. end if

13. end for

14. end while

15. for each inequalities j in the list
16. excess(j )=l eft_nenber-ri ght _nenber;
17. end for

18. end while

Figure Al — Pseudo-code for the composition ofcilks’ bids.

1 A(A=NA--); A(B)=N(B,--); A(O=NC, --); /1 assign doubl e-muting ILSs
2 for each x in {A B C

3 u(+-) =max{N(x, +-), N(z, - +) } - N(x, +-);

4 u(-+) =max{N(x, - +), N(y, +-) }- N(x, - +);

5 D(x) =m N{N(X, ++), u(+-) +u(-+)};

6 if D>0

7 D(xy) =D(x) *u(+-)/ (u(+-)+u(-+));

8 D(xz) =D(x) *u(-+)/ (u(+-)+u(-+));

9 N(x) - =D(x) ;

10 N(X, +-) +=D(xy); N(x, - +) +=D(x2) ;

11 end if

12 end for

13 for each xy in {AB, AC, BC}

14 A(xy) =mi n{N(x, - +), N(y, +-) }; /| assign single-muting ILSs

15 D(xy)=max{N(x, - +), N(y, +-) }-m n{N(x, - ), N(y, +-) }:
16 w=ar gmax{ N(x, - +), N(y, +-)};

17 A(w) +=D(xy) ;

18 end for

19 A(ABC) =mi n{N(x, ++), N(y, ++), N(z, ++) }; /1l assign no-nuting ILS
20 x=argm n{N(x, ++), N(y, ++), N(z, ++) };

21 y=argmax{ N(x, ++), N(y, ++), N(z, ++) };

22 z=argm d{ N(x, ++), N(y, ++), N(z, ++) };

23 M(yz) +=N(z, ++) - N(X, ++); a(y) +=N(y, ++) - N(z, ++);

Figure A2 — Pseudo-code for the definition of th8d.

avai | abl eRBs=M al | ocat edRBs;
D=mi n{ A(ABC), f | oor (avai | abl eRBs/ 3) };
A(ABC) - =D
for each x in {A B C
D(x) =D*a(x)/ (a(A)+ o(B)+ 4(Q));
end for
for each x in {A B, C
round D(x) so that sum(D(x)) =D,
9 a(x) +=D(x) ;
10 end for
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Figure A3 — Pseudo-code for upgrading RBs frormibrenuting to double-muting ILSs.
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