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Abstract:Networked embedded and control systems are largely used in factory au-
tomation for production and logistics tasks. In this application domain, security has
become a prominent issue due to the critical consequences a cyber attack may have
in terms of safety and financial losses. Unfortunately security solutions compete
against control applications for the often scarce resources of embedded platforms.
In this paper, we show how security can be dealt with as one of different Qual-
ity of Service dimensions and traded for control performance in an adaptive QoS
management scheme. The system is able to respond to increased resource require-
ments or to changes in the risk level by reconfiguring the application modes and
the security modes. We offer an explanatory case study to show how this idea is
implemented.
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1. Introduction

Networked Embedded Control Systems (NECS) are largely used in factory automation for production
and/or logistics tasks. In this application domain, meeting performance requirements (e.g., deadlines)
is essential, since a miss may cause business losses and safety infringements.

The move from proprietary technologies to more standardised and open solutions together with
the increased number of connections with Internet has made NECS more vulnerable to cyber attacks.
Because of the critical nature of many factory automation systems, successful attacks could cause
massive financial losses [3]. The recent case of the Stuxnet worm has shown that malicious intru-
sions in distributed automation systems are not merely an academic speculation but are very concrete
risk [5,11].

While security, Quality of Service (QoS), and real-time issues of NECS have been extensively
investigated, their interplay has emerged only recently as an important problem [9,10,16,17]. Intu-
itively, the crucial issue is that security and performance compete for the same computational and
communication resources that are often limited in embedded platforms. The quality of control expe-
rienced by control applications is heavily affected by the amount resources they can rely on [12,13].
Thereby, if we always execute the communications with the maximum level of security, control ap-
plication can incur a severe performance degradation. On the other hand, using the lowest level of
security can make the factory liable to external attacks when an intrusion detection system (IDS)
evaluates an increased level of security risk [15]. In this case, a controlled performance degradation
can be an acceptable price to pay to guarantee the overall system security and safety.
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To face this challenge, we advocate an approach based onflexible security policies and applica-
tion modes. In our idea, the system quality can be evaluated along different dimensions. One of them
is the Quality delivered by the control applications (Quality of Control - QoC) and the other is the
security level achieved in communications (Quality of Security -QoSec). These two different metrics
are in evident tradeoff [16,10]: if we reduce the security level the saved bandwidth can be reclaimed
by the control applications to increase their quality (and viceversa). Different tradeoff solution be-
tween QoC and QoSec can be sought adaptively in different moments of the system execution (e.g.,
based on the evolution of application load and/or of the security risks).

To make this abstract idea a viable approach, we need a “tuning knob” to change the QoC de-
livered by the control application and a similar “tuning knob” to change the level of security. In our
framework, we assume that the control applications can operate in a discrete set of modes, each one
associated with a different resource consumption and with adifferent QoC level. Likewise, commu-
nications can have discrete security options, each one associated with a different resource consump-
tion and with a different level of QoSec. This way, the systemadaptation problem can be set up in an
optimisation framework where QoC and QoSec can be differently weighted in the cost function and
under the constraint of a finite availability of resources.

In this paper, we show how this problem can be formulated and solved in mathematical terms
and discuss the most important architectural issues underlying the implementation of the paradigm.
What is more, we will present a concrete case study consisting of a set of mobile robots moving in the
factory floor. Control applications are assumed compliant with the paradigm described above (i.e.,
discrete functional options) and so are the security protocols used for the communications. We have
developed a simulator that captures the dynamics of the different agents, implements the adaptation
algorithm of QoC and QoSec and shows how the proposed framework allows the designer to define
different policies.

The paper is organized as follows. Section 2 provides a briefoverview of related works. Section 3
presents our approach, whereas Section 6 presents simulations results showing the effectiveness of
the proposed technique. Finally, Section 7 draws final conclusions and introduces future work.

2. Related Work

The problem of scheduling a set of independent real-time tasks with various security requirements in
embedded systems has been previously faced with by both Xie and Qin [16,17] and Linet al. [10].
Both scheduling schemes integrate security requirements into the real-time scheduling with the aim
at optimising the security quality while guaranteeing the schedulability of the real-time tasks. Both
scheduling schemes hinge on security service and service quality. A security servicespecifies the
security requirements one wishes to achieve, i.e., confidentiality, integrity, authenticity, or a mix of
them whereas theservice qualityspecifies the actual cryptographic mechanisms used to implement
a given the service. Xie and Qin face with the problem of scheduling real-time aperiodic tasks [16]
and periodic real-time tasks [17] and provide a solutions based on the Earliest Deadline First (EDF)
scheduling algorithm. Linet al.consider the EDF scheduling algorithm too but they face withit from
a static point view so reducing the scheduling problem to a combinatorial optimization problem.

Both Xie and Qin and Linet al.consider the quality of a security service at a very fine-grain, i.e.,
at the level of cryptographic primitive. That is, they select the security service quality by choosing,
dynamically in one case and statically in the other, ciphersand hash functions among a number of
possible choices according to their computing overhead. Inthis paper we take a similar fine-grain
approach except we refer to cryptographic key lengths rather than cryptographic algorithms. In other
words we associate different security services to different key lengths, where longer keys define more
secure but more resource demanding services.

A key difference between this line of research and ours is that we do not directly link the se-
curity choice to the scheduling mechanism. We consider the security as one of the possible metrics
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Figure 1. Block scheme of the system proposed in this paper

whereby the quality of service of the system can be quantitatively assessed. This metric is traded
against other possible QoS metrics (in our case related to control performance) in an optimisation
program. This idea is clearly inspired by QRAM [7], an optimisation framework in which tradeoff
solution are sought between conflicting QoS metrics, under the constraints dictated by the finite avail-
ability of resource. This approach is founded on the idea that we can control the amount of resource
that each application receives using an appropriate technological support in the operating system and
/or in the middleware [2]. In our previous work [6], we have shown how to a resource mechanisma
la QRAM can be implemented online using a monitoring mechanismon the resource requirements.
In this work, we further develop this idea and consider the Quality of Service as a QoS dimension.
In this respect, the work has evident connection with the idea of security services championed by
Irvine and Levin [8]. A similar approach to the one presentedin this paper has been proposed by
Kang and Son [9]. They formulate the security support in real-time critical systems as a QoS optimi-
sation problem and associate security levels to cryptographic key lengths. The authors present a very
preliminary idea, which we evolve into a well founded mathematical and quantitative framework and
adapt to the context of factory automation.

3. Problem description and solution overview

The basic idea that we propose in the paper is well described in the block scheme in Figure 1. We have
a collection ofmulti-modeapplications, which can switch between a variety of possible operation
modes. Each mode corresponds to a different quality of control andit generates different workloads
on the computation and communication resources needed for the execution. The communications
required by the applications can in their turn be carried outwith differentsecurity modes. Every mode
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corresponds to a different security level and introduces a different computation and communication
overhead. When an application executes its associated real-time constraints should never be violated.

Our system monitors the behaviour of the application and thepotential security threats. When-
ever a state change is detected that could require a different balance in the allocation of the system
resources, the performance optimiser adapts the configuration of application and security modes.

Our approach requires: i) an optimization framework; ii) anorganisation of the applications in
discrete operating modes; iii) an organisation of securityin discrete security modes and a mechanism
to dynamically select switch them; and, finally, iv) a low-level scheduler that ensures that each appli-
cation receives the level of resources associated with the mode in which it operates. In the following
sections, we will provide a detailed discussion on each of these issues.

4. The performance optimiser

The optimisation framework we propose provides a formal underpinning for our QoC/QoSec trade-
off policy. We remark that the formalisation proposed belownaturally leads to a centralised solu-
tion of the optimisation problem, and hence to a centralisedimplementation of the performance opti-
miser. A distributed implementation of this component is currently being evaluated. Another remark
is that the algorithm discussed below can be executed eitheron-line or off-line. In the latter case:
1) the problem is solved for a set of possible system configurations, 2) the solutions for the different
configurations are stored in a table, 3) the performance optimiser on-line simply detects the current
configuration and looks for the related entry in the table to retrieve the optimal solution.

The choice between online and off-line implementation depends on the size of the problem
and on the resulting duration of the optimisation procedure. The online solution is better suited for
problems of small size, while the offline solution has to be applied when the number of decision
variables is in the order of hundreds.

4.1. Notation

A formal statement of the optimisation problem requires a notation allowing us to express constraints
and utility functions. In our formalisation:

• possible QoC levels are represented by integer numbers, where greater values correspond
to better control performance and are normally associated to greater resource requirements
(i.e., greater computing times and/or packet sizes). Sincewe can host applications different
from control (e.g., data-logging),we will generally speak about Quality of Service (QoS) and
specialise this notion to QoC when the application in question has to do with control.

• possible security levels are represented as integer numbers as well, with greater values corre-
sponding to increased security and greater resource requirements;

• for discrete variables, a vector-representation is adopted in which the jth vector component
is 1 (and all the others are 0) if and only if the original variable isj. For instance, if an
application can run in three modes and the first mode is currently selected, we will use a vector
Q(1) = {1, 0, 0}.

Let:

• A = {1, . . . , NA} denote the set of applications;
• H = {1, . . . , NH} denote the set of hosts;
• R = {1, . . . , NP} denote the set of processors, where each processorr ∈R has a maximum

computation capacityU (r)
P , andRh⊂R denote the set of processors belonging to hosth∈H ;

• S = {1, . . . , NS} denote the set of wireless or wired subnets, where each subnet s∈S has a

maximum traffic capacityU (s)
S , andHs⊂H denote the set of hosts connected via the subnet

s∈S ;
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• V
(i)

Q =
{

1, . . . ,V(i)
Q

}

denote the set of possible QoS modes for theith application;

• V
(i)

S =
{

1, . . . ,V(i)
S

}

denote the set of possible security modes for theith application;

• V
(r)

P =
{

1, . . . ,V(r)
P

}

denote the set of possible power modes for therth resource;

• T(i, r) denote the minimum activation period of the task deployed onresourcer of application
i;

• Q(i) denote the vector-representation of QoS levels corresponding to each QoS mode of ap-
plicationi;

• S(i) denote the vector-representation of the security level corresponding to the security mode
sof applicationi;

• k(i)v1,v2 denote the QoS penalty for switching from QoS modev1 to v2 for applicationi;

• C(i, r)
v denote the computation-time ofA (i) when running at QoS modev on resourceR(r);

these values do not include the computation-time needed forsecuring communications;

• D(i, r)
s denote the additional computation-time ofA (i) when running at security modes on

resourceR(r);
• E(i, r)

v,s denote the data size needed to be transmitted by applicationA (i) from resourceR(r)

every periodT(i, r), when configured with QoS modev and security modes;

• B(i, r)
Q ≡

[

C(i, r)
v

T(i, r)

]

v
denote the vector of computation-bandwidth requirements for application

A
(i) on resourceR(r)

, due to each QoS mode;

• B(i, r)
S ≡

[

D(i, r)
s

T(i, r)

]

s
denote the vector of additional computation-bandwidth requirements for ap-

plicationA (i) on resourceR(r), due to each security mode;

• B(i, r)
N ≡

[

E
(i, r)
v,s

T(i, r)

]

v,s
denote the network-bandwidth requirements for application A (i) on re-

sourceR(r), as due to each possible QoS and security mode.

We assume that security levels can be totally ordered according to the security strength they provide.
If level L is stronger thanL′ we denote it byL ≻ L′. If they have the same strength, we denote it by
L≡ L′. We assume that security modes induce a total ordering on security levels, i.e., for∀i, j ∈ VS,

then: i) i > j iff Li ≻ L j ; ii) i = j iff Li ≡ L j .

4.2. Problem Formalisation

Now we can formally define the optimisation problem. The variables of the problem are now intro-
duced. Let:

• v(i)Q ≡
[

v(i, j)
Q

]

denote the vector-representation of the QoS mode to be chosen for the appli-

cationA (i); also, letṽ(i)Q ≡
[

ṽ(i, j)
Q

]

denote the vector-representation of the current QoS mode

(chosen forA (i) at the previous optimisation step);

• v(i)S ≡
[

v(i, j)
S

]

denote the vector-representation of the security mode to bechosen for the ap-

plicationA (i).

The problem is formulated by defining autility function for the system that the global optimisation
algorithm tries to maximise. The utility is defined as a weighted sum of terms related to:

• the QoS level (positive contribution)Q(i) ·v(i) due to the application QoS modes. Applications
do not have the same importance, therefore each one of these terms is weighted by a factor of

φ (i)
Q in the utility function;

Int. Trans. on Systems Science and Applications, Vol. 7, No. 1/2, November 2011, pp. 26-39

30 Asaula et al / Trading Security for Control Performance in Distributed Robotic Applications



Maximise over the
{

v(i)Q

}

,

{

v(i)S

}

variables the function:

N

∑
i=1

φ (i)
Q Q(i) ·v(i)Q +

N

∑
i=1

φ (i)
S S(i) ·v(i)S

−
N

∑
i=1

φ̃ (i)
Q k(i)V ·

∣

∣

∣
Q(i) ·v(i)Q −Q(i) · ṽ(i)Q

∣

∣

∣

subject to the constraints:































































































(

B(i, r)
Q ·v(i)Q +

B(i, r)
S ·v(i)S

)

≤U (r)
P , r = 1, . . . , NP

∑NA
i=1v(i)S ·

(

∑r∈Hs B(i, r)
N ·v(i)Q

)

≤U (s)
S , s= 1, . . . , NS

∑
V(i)

Q
j=1v(i, j)

Q = 1, i = 1, . . . , NA

∑
V
(i)
S

j=1v(i, j)
S = 1, i = 1, . . . , NA

v(i, j)
Q ∈ {0,1}, i = 1, . . . , NA,

j = 1, . . . ,V(i)
Q

v(i, j)
S ∈ {0,1}, i = 1, . . . , NA,

j = 1, . . . ,V(i)
S

Figure 2. Formal problem formulation. The product “·” among vectors and matrices is defined as the usual matrix multipli-
cation among the first operand transposed and the second one.

• the variation in QoS level (negative contribution)Q(i) · v(i)Q −Q(i) · ṽ(i)Q due to the changes in
QoS modes of the applications. For some application classes, such as in video streaming, it
is not convenient to change too frequently the QoS operationmode (e.g. display resolution),
otherwise the user perceives a QoS level that is even lower than the one that would be per-
ceived by keeping a low QoS but constant in time operation mode; each one of these terms is

weighted by a factor of̃φ (i)
Q ;

• the security level (positive contribution)S(i) ·v(i)S due to the application security modes. Gen-
erally, security requirements may be quite different for different applications, therefore each

one of these terms is weighted by a further factor ofφ (i)
S .

The weights introduced above in the utility function allow one to realise the appropriate trade-offs
between QoS levels and security levels at each system (re)configuration.

The problem formulation in its general form is reported in Figure 2. The set of constraints on the
decision variable is explained as follows. The firstNP constraints are to ensure CPU schedulability
constraints, i.e., to execute the tasks implementing the applications within the real–time constraints.
The use of real–time scheduling algorithms for each processor R(r) guarantees this property as far as
the computation-load due to both the application and the security modes does not exceed the capacity

U (r)
P , which depends on the scheduling algorithm. The second group of NS constraints are on the

network capacity: the overall traffic generated by applications running on resources connected to a

given subnetsmust not exceed the capacityU (s)
S . The third group of 2NA constraints have a technical

nature. Since we use boolean variables to encode the application and the security modes, we must
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ensure that they are mutually exclusive: only one application or security mode can be active at a given
time. Thereby, only one of the boolean variables in the corresponding vector-notation is equal to 1

and all others to 0. The last set of constraints ensure that the introduced problem variables,v(i, j)
Q and

v(i, j)
S , are boolean.

The formulated problem can be easily transformed into a boolean linear programming (BLP)
optimisation program, thus it can be solved by recurring to standard tools.

5. Implementation Issues

In this section, we describe our low level design choices that make for a straightforward implemen-
tation of the proposed framework on a real system. The purpose of this section is to show that the
theoretical application model presented above, and the run-time environment and application model
it applies to, are all elements which are concretely usable in real embedded systems. Even though in
this work we have not yet come to a complete implementation ofthe system, we are confident that
this result can be obtained following the lines described below.

5.1. The Scheduling Mechanism

The technique proposed in this paper requires a scheduling mechanism with the following features:
1) guaranteeing system schedulability with a simple test based on system utilisation (as in the first
constraint of problem in Figure 2), 2) ensuring a safe transition between different modes that change
the amount of CPU required by the tasks, where by “safe” we mean that the tasks should never violate
their real-time constraints. Additionally, it is useful torequire that each task received the amount of
resources associated with its current mode regardless of the behaviour of the other tasks. In other
words, the effects of temporal faults have to be contained tothe application that generates the faults,
according to the well known principle of temporal isolation[1].

A scheduling solution that fulfils these goals is the resource reservations, which permits to spec-
ify the amount of resource (bandwidth) that the applicationreceives. An implementation of this
scheduling algorithm that can be used for the purpose, is theone offered by the portable FRESCOR
framework2. This framework offers real-time contracts, implementingthe resource reservation model
for the CPU, network access and disk access, and it is available on a number of different platforms
including Linux. For Linux, it is also possible to exploit the real-time scheduler [4] developed more
recently in the context of the IRMOS European project, whichcan also be plugged inside the FRES-
COR framework thanks to the availability of the same user-space API (the AQuoSA [14] API).

5.2. Multi-mode Applications

Applications with dynamically varying multi-mode capabilities are commonplace in real-time sys-
tems, both in the domain of multimedia (e.g., audio/video streamers) and industrial control. For in-
stance, in real-time control different algorithms can be used that obtain the same control goal with
a different quality. A very easy possibility is to increase the sampling period, which inevitably leads
to a performance improvement. More sophisticated multi-mode behaviours can be obtained by using
more sophisticated algorithms (e.g.,H∞) which have an impact on the computation time or on the
sensing requirements. The different QoS can be easily mapped to system level metrics (e.g., the time
required for a machinery to complete a goal).

A software infrastructure allowing multiple multi-mode applications to switch dynamically their
QoS mode of operation has been developed again in the contextof the FRESCOR Project, and specif-
ically in the high-level QoS management layer [6]. The FRESCOR QoS Manager features also a

2More information is available at:http://www.frescor.org.
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mode sizeof(k)(bits) Te (µs)

1 128 108.6

2 192 126.1

3 256 143.1

Table 1. Computing overhead for securing a message of 12 bytes (with an AES cipher block size of 16 bytes).

mode-change protocol for reconfiguring the whole system configuration at run-time. For example,
in one of the final demonstrators of the project, we were able to easily modify the vlc multimedia
player3 for Linux so as to take advantage of the framework.

Even if the control of security modes was not in the original design, it is not difficult to modify the
realised architecture to support this additional feature.More details on multi-mode security protocols
are offered below.

5.3. Security

Security levels can be implemented in several different ways. In this work we implement security
levels by means of the same cipherE and associating different levels of data transmission protection
to different key lengths and thus different keys. Longer keys specify stronger security levels and,
correspondingly, they are more demanding in terms of resource consumption. We denote byki the
key associated to modei and thus security levelLi and bysizeof(ki) its length in bits. It follows
that a security modei specifies a couple〈Li ,ki〉 such that for∀i, j ∈ VS, then: i) i > j iff (Li ≻
L j)∧(sizeof(ki)> sizeof(k j)); ii) i = j iff (Li ≡ L j)∧(ki = k j). When an application is in the security
modei then it uses the keyki .

Estimation of resource consumption of every mode depends onthe adopted cipher, the key length
and other implementation choices. We discuss these issues in Section 5.3.1.

As each security mode is associated with a specific key, it is crucial that two agents are in the
same mode to effectively communicate. Otherwise, secured messages transmitted by one would not
be correctly unsecured by the other. In Section 5.3.2 we briefly discuss a mode switching protocol.

5.3.1. Implementation issues and resource consumption

We consider three security modes and implement them by meansof the AES cipher (CBC mode) that
supports a block-sizeb= 128 bits and three different key lengths, namely 128, 192 and256 bit. In
the rest of this section we estimate the resource consumption associated with each mode.

In order to implementVS security modes, we have two choices with a different trade-off between
storage and computation. The first implementation choice consists in having a single cipher instance
in memory and, upon switching to the next security mode, re-initialise it dynamically with the key
associated with the next mode. The other choice consists in havingVS instances of the cipher in mem-
ory, one for each mode, and initialising each of them with thecorresponding keys before the mission
starts. The latter solution has a larger storage overhead but prevents us from paying the computing
overhead related to cipher initialisation upon every security mode switch. Such an initialisation over-
head may be quite relevant depending on the cipher. For instance, in Blowfish, each new key requires
a pre-processing equivalent to encrypting about four kilobytes of text.

Given the amount of RAM generally available on mid-size embedded systems that can run an
OS like Linux, and the low number of different keys we are considering, we consider the memory
requirements issue negligible, thus we focus on the latter implementation option.

The resource consumption of a security mode has two dimensions, computation and communica-
tion. The computation time consists in the timeTe necessary to parse and encipher (secure/unsecure)
messages. As parsing is generally negligible with respect to enciphering, we neglect it. Message en-
ciphering depends on the key length. As an example, Table 1 shows the computation overhead of

3More information available at:http://www.videolan.org/vlc/.
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every security mode for a payload size equal to 12 bytes, in the case of using AES measured on an
Olimex SAM9-L9260 board. The payload is the one of the case study in Section 6.

The communication overhead consists in the additional network bandwidth necessary for the
transmission of a secured message due tocipher-text expansion. Such an expansion is due to the
requirement that in block cipher the clear-text size, and thus the cipher-text size, must be multiple of
the block size. Thus padding is necessary. It follows that ifp if the size of the payload to be secured,
the length of the cipher text is⌊ p+b

b ⌋. This overhead is independent of the key size. For instance,in
the case of AES, a payload size equal to 12 bytes introduces a communication overhead of roughly
33.3%.

5.3.2. Security Level Switching Protocol

Robots must switch from one security mode to another in a coordinated way or message loss may
ensue. If two robots are in different security modes they actually use two different keys. Therefore,
the ciphertext produced by one cannot be correctly decrypted by the other, and vice versa. In order to
avoid this problem we consider aSecurity Mode Switching Protocolthat takes place under the control
of a protocol CoordinatorC.

We assume that robots and coordinator agree upon a given keyed-hash message authentication
codehmac. Furthermore, we assume that robots and coordinator share asecret group keygk. Coordi-
nator and robots maintain a counter, initially equal to zero, that counts the number of mode switches
have occurred so far. The Security Level Switching Protocoltakes the following steps.

Upon switching to the security modei, the protocol Coordinator increases its countercntC by
one, computes the authenticatorh← hmacgk(i‖cntC), where‖ denotes the concatenation operator,
and finally broadcasts the control SWITCH messagem : (i,cntC,h).

Upon receiving a SWITCH message, a robotr verifies the authenticatorm.h by means of the
group keygk, and checks that its own countercntr is smaller than the value of the counter field inm,
cntr < m.cnt. If both checks succeed, then the robot setscntr equal tom.cnt, and switches into the
security modem.i. Otherwise, the robot drops the message.

Due to communication errors, an robot may fail to receive a SWITCH message. There are several
possible approaches to recover from this kind of omission failures which depend on several factors
including the number of robots, their speed, and the noisy ofthe wireless channel. In the case study
reported in Section 6 we employ the simple approach sketchedin the following. If an robot fails to
receive the SWITCH message, then it remains in a stale security mode and keeps using a stale key.
This causes decryptions to fail. Any robot whose decryptions fail contacts the protocol coordinator to
have a SWITCH message broadcast again. Evaluation of this approach and a comparison with other
possible approaches is in progress.

6. A case study

To show the effectiveness of the approach, we have considered a realistic case study inspired by our
industrial partner SOFIDEL s.p.a.. A group of mobile robotsis used in a paper mill to move paper
rolls between the working stations and the logistic areas. The robots are laser guided vehicle (LGV)
and move along predefined routes in the factory plant. Whenever two robots are in proximity, a col-
lision avoidance protocol is engaged that requires a frequent exchange of messages. Robots are also
required to timely report their positions and other information that is used by the plant supervisor.
A situation like this is representative of a larger class of applications that expose the critical tradeoff
between performance and security. To carry out an extensiveevaluation of our idea, we have imple-
mented a co-simulator that, at the same time, simulates the physical dynamics of the robots and an
abstraction of the computation and communication platformutilised by the applications.
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6.1. Simulator Description

The simulation tool takes as input an XML file describing the simulation scenario. In this file, we
specify the layout of the plant, the possible missions of therobots, the physical features of the robots
and the parameters required to set up the optimisation program (number of applications, application
levels, QoS, etc.).

A factory is a collection of rooms, connected to each other bymeans ofgates. Figure 3 shows a
map of factory (a paper mill) consisting of four rooms. Inside each room we define the possible paths
as a graph of vertices connected by links (which correspond to physical segments inside the plant).
A vertex is defined specifying its coordinates and the vertextype. The type is one of the following:
1)Ordinary via points - These points are used to specify the possible paths inside the factory. Robots
can move along links connecting different via points. When arobot reaches a via point, it can choose
any link departing from the point. In doing so, the robot can proceed in a straight direction or make
a turn (to the right or to the left). 2)Gate - (red circles in the figure) this type of via point is used to
mark a passage between different rooms; 3)Station (black circles) - specify parking locations of the
robots when they are not executing any tasks. Each trajectory starts and ends at a station. 4)Goal
(blue circles) - the destination of the robot. A goal is associated to a picking or storing place for the
products. A goal planner in the simulator decides tasks to beaccomplished and assigns them to the
free robots in the stations. The task is executed selecting atrajectory from a predefined set departing
from the station and linking the station to the goal.

Figure 3. Factory layout with possible robot moving directions (snapshot of the simulator’s GUI).
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In the XML file, we specify the different resources and their capacity (using a formalism very
similar to the one described in the previous sections). A robot is specified by providing its physical
parameters (e.g., minimum and maximum speed) and the applications that it has to execute. An
application is for the simulator an abstract entity which isassociated to a list of modes and to a list
of resources that it uses. For each mode we specify the Quality of Control and the bandwidth utilised
on each of the resources. If the application uses network links, we need specify the security modes.
In this case, resource utilisation is associated to the different combination of application and security
modes.

The performance optimiser is implemented within the simulator using the GNU Linear Program-
ming Toolkit4 (GLPK), which is invoked to solve the problem formalised in Section 3.

The different missions can be specified by an additional file or extracted randomly. During the
simulation, the tool record execution traces from which we can evaluate the Quality of Control and
the Quality of Security accumulated by the different robots.

6.2. Simulation Scenario

In our case study, the available resources are the computingboards hosted on each robot and a wire-
less 802.11 connection. In particular, each room hosts a 802.11e access point, which schedules the
transmission slots to the different robots. The application executed by the robots (as suggested by our
partners) are the following.

1. Motion control which is a line-following application used by the robot to stay on the assigned
path. The application can run in three different modes, which use different algorithms and
sampling rates. Depending on the choice of the modes, the robots to remain within a specified
and bounded distance from the ideal path with a different velocity (the velocity can therefore
be considered as a QoC metric). For our application we assumed that the velocity associated
with the different modes are, respectively, given by: 2m

s , 1m
s and 0.5m

s . Since this application
runs locally on the robot, there is no security mode associated.

2. Tracking systemwhich monitors the environment to look for potential obstacles. Three dis-
crete modes specify a different size of the monitored zone. Even in this case, there is no need
for security modes since the application runs locally.

3. Diagnosticswhich checks the different subsystems of the robot. The application can be run
with a different frequency and can diagnose a different number of devices. Even in this case
we identified three possible modes (but the number can be in fact larger).

4. Reporting which sends information about the mobile robot to the server. Different modes
are related to a different update frequency and amount of data to be sent. In this case the
application requires the use of the communication channels. Three security modes specifies
the security level (high, medium, low) of communication protocol.

5. Motion control (in presence of obstacles)which controls the robot motion when other robots
are in the proximity. In this case, a collision avoidance protocol has to be engaged that re-
quires a frequent exchange of messages. Depending on the number of messages that are ex-
changed, the robot is able to move with a different velocity.Even in this case we identified
three different modes associated respectively to 2m

s , 1m
s , 0.5m

s ). Three security modes specify
the security level of communication protocol and have the influence on the robot velocity, the
higher communication security the lower the velocity of therobot.

Clearly, the first and the fifth applications are mutually exclusive: the first is running when robot
is moving in free space, the fifth when the presence of other robot in the near-field region is detected.
The simulator allows us to easily redefine the notion of the near-field region which provides more
flexibility for simulations. The computation of a new configuration by the performance optimiser is

4More information is available at:http://www.gnu.org/software/glpk/.
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Figure 4. Probability mass function of the ratio between the real trajectory time (measured during simulations) and the fastest
trajectory time. Priority is given to the speed.

Priority \ Security High Medium Low

Speed 30% 3% 67%

Security 88% 7% 5%

Table 2. Probabilities of different security levels in the presenceof possible collision.

required whenever the state of the simulation changes. Thisis the consequence of one of the following
events: 1) a robot is assigned a mission and starts moving, 2)a robot changes the room in which it
moves, 3) two robots enter in the near-field of each other and generate a potential conflict, 4) a conflict
condition terminates because the distance between the robot becomes greater than an assigned value.

6.3. Simulation Results

In the experiments reported below, we have considered 50 robots moving in the example factory
shown in Figure 3. In this application there is a clear and hardly disputable performance metric:
the time required to complete a task. On the other hand, we canevaluate the security in the plant
by directly associating a different value to each security level. In the specific example, we set 0, 10
and 100 for the three security levels in their turn. By using adifferent weight we can attach more
importance to the system performance or to its security. Therelative weights can even changed at
run-time (e.g., if a potential intrusion is detected).

In a first set of experiments, we gave a higher priority to the QoC. Consequently, in the cost
function we have chosen the weight related to the system performance was set 10 times the weight
related to the communication security. As a performance indicator we chose the ratioρ between the
best possible performance (the completion time requested for the missions if the robots are always
able to proceed at their maximum speed) and the one that we getin the different simulation. This is
clearly a random variable whose level depends on the number of conflicts and on the levels set by
the performance optimiser. Figure 4 shows the experimentalprobability mass function (PMF) forρ .
The very tall peak at 1 shows that in most cases the robots complete their task in the minimum time.
Inverting the priority between performance and security (ratio between performance and security set
equal to 0.1) resulted in the PMF shown in Figure 5. The distribution ofρ is shifted to the right,
meaning that the increased resources spent for security determine longer completion time for the
robot missions.
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Figure 5. Probability mass function of the ratio between the real trajectory time (measured during simulations) and the fastest
trajectory time. Priority is given to the security.

Table 2 shows, for this scenario, the time spent in each of thedifferent modes (both for the
application and for security) when a conflict between two robots occurs. As we can see, in case of
a conflict, most of the communications (88%) take place with the maximum security mode and in
the lowest application mode (67%). This is a consequence of the higher weight attached to system
security.

7. Conclusions and Future Work

In this paper, we have shown an adaptive management of computation and communication resources
which enables to set different tradeoff points between security and quality of control. The idea has
been displayed on a simulated industrial case study, where different robots carry goods between
the different points of the factory floor using shared computation and communication resources. A
fundamental requirement for our approach is that the applications be able to operate in a set of
different discrete modes and the communications can be executed using a discrete set of levels. The
different security levels are obtained by using different key lengths.

Our future work will be in different directions. First, we will explore different ways for building
a multiple level security policy. Second, we will study distributed ways for implementing the perfor-
mance optimiser (taking inspiration from the recent literature on distributed optimisation). Finally,
an experimental setup is currently under construction thatwill allow us to study the performance of
our idea in a real–life implementation.
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