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Abstract

Credit card transactions are a popular and diffused means of payment over the network. Unfortunately, current technology does not
allow us to technically solve disputes that may arise in such transactions. Thus these disputes are often solved on legal and administrative
basis. In these cases, responsibility is not necessarily allocated fairly and the problems of managing the resulting risks have proven to be
an impediment to the growth of electronic commerce.

In this paper we present a protocol for credit card transactions over the network that uses personal trusted devices (e.g., a cellphone or
a PDA) to improve the technical management of disputes and permit a more fairly allocation of risks between customer and merchant.
The protocol also defines a practical trade off between the security properties of these devices and the resource limitations deriving from
their form factor. Furthermore, by means of formal methods, we specify the security requirements of a personal trusted device and ana-
lyse the security properties of the protocol. Finally, we argue that a cellphone practically fulfills the above security requirements and thus

can be used as a personal trusted device.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Remote card transactions are credit card transactions in
which cardholder and merchant “meet over the network™.
Remote card transactions are a popular and diffused means
of payment over the network [54].

In remote card transactions, the incidence of risk is quite
different from that where the card is presented by the cus-
tomer to the merchant. Bohm et al. provided a very deep
and precise analysis [7]. Briefly, in a remote card transac-
tion no voucher is signed and the customer only provides
the merchant with information apparent from the face of
the card. The ability to provide the card information does
not depend on the possession of the card. In fact, such an
information is available to anyone through whose hands
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the card has passed during earlier transactions. It follows
that there is very little impediment to fraud either by the
cardholder falsely repudiating a genuine transaction or
by an impostor using the card details without authority.
If the cardholder repudiates a remote card transaction,
the bank has no basis on which to charge the cardholder’s
account. Faced with apparently unmanageable risks of this
kind, banks have adopted the approach requiring the mer-
chant to carry the risk. Thus, if the cardholder repudiates a
remote card transaction for which there is no voucher
signed by the cardholder, the bank makes a “‘chargeback”,
i.e., obtains reimbursement from the merchant of anything
paid to the merchant in respect of the transaction. The mer-
chant is in practice unable to transfer the risk to anyone
else, since he is unlikely to be able to prove who initiated
the transaction.

Although simple, this liability regime has important
implications. The greatest risk to the merchant arises from
the provision of online services. Although online services
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have been provided for long, they have expanded greatly
with the commercialization of the Internet. Provision of
online services is one of the most effective uses of the Inter-
net for electronic commerce. Small and medium enterprises
are among those which can derive the greatest benefit from
access over the Internet, but can least afford exposure to
the risks which remote card transactions place on mer-
chants. Therefore, the problem of managing the resulting
risks for the merchant may well prove to be an impediment
to the growth of electronic commerce in online services.

Technological solutions have been proposed to
improve the security of remote card transactions. The
most relevant are Secure Socket Layer, SSL [27], and
Secure Electronic Transactions, SET [45]. In remote card
transactions carried out using a web browser to connect
to the merchant, it is possible to establish a secure con-
nection so that the information is delivered in encrypted
form using protocols such as SSL or TLS [13]. This pro-
cedure is widely followed and provides protection against
interception of the card information in transit. However,
it cannot affect the widely availability of the card infor-
mation from other sources, and cannot provide evidence
that the supplier of the card information is authorised by
the cardholder. Thus it does not materially reduce the
merchant’s risk [7,54].

Secure Electronic Transactions (SET) is a standard pro-
mulgated by Visa and Mastercard. SET allows a merchant
to check whether the bank will accept the cardholder’s
authority as genuine. The intent is to remove the risk from
the merchant, or at least reduce it. SET has not gained
acceptance perhaps because it is over elaborate and its
implementation is burdensome and expensive [54]. Apart
from that, there is a subtle point about its security model
that is central to this paper. SET improves the merchant’s
exposure to risk of chargeback by precluding a cardholder
from repudiating a SET transaction which appears to have
been authorised by that cardholder. However, this gives
rise to an unacceptable shift of the risk from the merchant
to the customer. In fact, the risk of the customer of losing
control of the means of authorising a SET transaction,
namely information stored in electronic form, is very differ-
ent from the risk of losing a plastic card. The current ver-
sion of SET was designed for common desktop PCs as
typical user terminals, and with the Internet as the trans-
port network. PCs are unlikely to meet any serious security
requirement for several reasons [7,41]. In such an environ-
ment, the customer is exposed to the risk of his private key
being compromised without the means of detecting the
compromise until the fraudulent use becomes evident. A
sophisticated attack might leave no evidence and the cus-
tomer would be thus left in a weak position to resist an
assertion of the bank that the remote card transaction
was correctly authorised.

In this paper, we present a protocol to improve authen-
tication of remote card transactions by means of personal
trusted devices. The main objective of the protocol is to
shift the risk to a more balanced position between the mer-

chant and the customer. Improving authentication consists
in providing non-repudiable proof of transaction authori-
zation both from the customer and the merchant. These
proofs make it possible to improve the technical solution
of disputes. In the authorization process, the personal
trusted device plays a crucial role as it allows the customer
to generate his strong proof and, at the same time, reduces
the risk that he can lose control of the means of authorising
a payment transaction.

More in detail, the paper makes
contributions.

the following

e First, it shows that the overall security of an electronic
payment system can be greatly increased by means of
a personal trusted device. In particular, the use of such
a kind of device makes it possible to improve the way
to solve disputes in a technical way.

Second, the electronic payment protocol takes into
account both the security limitations of conventional
user computers (e.g., home/office PCs) and the resource
limitations of personal trusted devices (small screen and
keyboard), and defines a practical trade-off between
security and usability. A PC is used to browse and select
goods, whereas a personal device is used to authorize a
payment transaction. In order to issue such an authori-
zation the customer has only to read a few information
items on the device screen, enter a PIN, and press just a
few buttons.

Third, by using a formal method, namely an extended
version of the BAN logic [9,1], we state the trust require-
ments of the personal device. So far, these requirements
have been informally stated [40]. To the best of our
knowledge, ours is the first effort to formalize them.
Fourth, we exploit the formal framework to highlight
the security limitations of a conventional, “open”, PC-
based system, with or without smart cards, and to argue
that a GSM/UMTS cellphone can be practically consid-
ered a personal trusted device as long as it is part of the
“closed” GSM/UMTS application framework. The use
of cellphones in e-commerce has been suggested by
many [5,10,12,26,33-35,44,46,49,50]. In this paper we
give a theoretical and architectural basis to this
statement.

The paper is organized as follows. In Section 2, we
briefly introduce the payment model based on credit
cards. The proposed electronic payment system has the
objective to interface with the pre-existing credit card pay-
ment systems without changing them. In Section 3, we
specify the basic security requirements the proposed elec-
tronic payment system is required to fulfill. In Section 4,
we present the electronic payment system. In Section 5,
we make a security analysis of the proposed payment pro-
tocol. In this activity we will use a variation of the BAN
logic [9]. In Section 6, we discuss the electronic payment
protocol. Finally, in Section 7, we make conclusive
remarks.
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2. The electronic payment model

In an electronic commerce (e-commerce) system custom-
ers and merchants exchange money for goods and services,
whereas financial institutions are responsible to link “bits™
to “money’’ and give support to the actual flow of money
from the customer to the merchant [2].

The electronic payment protocol we are going to present
is based on the existing credit-card payment system which,
in short, is structured as follows. With reference to Fig. 1, a
payment system provider operates the credit-card payment
system and is responsible for the authorization and clearing
of credit card transactions. The payment system provider
maintains a fixed business relationship with a number of
financial institutions which play two roles: the issuer and
the acquirer. Every merchant establishes a contractual rela-
tionship with an acquirer which provides payment process-
ing services in return for a percentage fee. Every customer
has a contractual relationship with an issuer: the customer
receives a credit card and promises to pay a minimal yearly
fee and stay within a credit limit. In return for this, the
issuer is the ultimate responsible for the payment of the
customer’s debt.

With reference to this payment system, the customer and
the merchant initially reach an agreement on the service/
goods to purchase. Then, the customer sends a payment
order, a signed form that explicitly authorizes the payment
transaction. The merchant attaches the payment order to a
payment request and sends all to the payment system pro-
vider to obtain on-line authorization of the payment. If the
payment system provider grants the authorization, the
merchant provides the required service/goods. At this
point, the merchant is allowed to come back to the acquirer
and reclaim the real payment. The gateway sends a clearing
request to the payment system provider which arranges for
the transaction clearing.

In this paper we deal with the authorization phases of
the payment protocol. Therefore, with reference to Fig. 1,
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Fig. 1. Generic model of a credit-card payment system.

Payment order

we consider the interactions marked as ‘“Payment order”
and “Payment request, Payment order,” that involve only
the customer, the merchant, and the acquirer. As to the
acquirer, we only focus on its role of gateway between
the electronic payment protocol and the pre-existing finan-
cial network which thus can remain unchanged.

We assume that each customer receives his credit card
from an issuer. Every credit card has a unique credit card
number and an expiration date both known to the payment
system provider. Credit card numbers follow the standard
specifications and convey usual information about issuers
and account numbers.

3. Requirements

With reference to the payment model in Section 2, we
consider an electronic commerce system in which a pur-
chase takes place in two phases: negotiation and payment.
In the negotiation phase, the customer browses a mer-
chant’s site and selects the desired items to buy. During this
phase, the merchant and the customer reach an agreement
upon a set of information items that describe the purchase.
These information items constitute the order instructions
and comprise the description and price of items to buy,
the time of the purchase, the currency, the modalities of
shipping, and so forth.

After completion of the negotiation phase, the payment
phase begins during which the electronic payment actually
takes place. In this phase, the customer sends the acquirer,
through the merchant, a payment order, to explicitly autho-
rize the payment. The payment order specifies both the
order instructions and the payment instructions which
enclose the credit card number and the expiration date.
In its turn, the merchant sends the acquirer a payment
request to authorize the payment. The payment request
specifies the order instructions. Upon receiving the pay-
ment request from the merchant and the payment order
from the customer, the acquirer first ascertains whether
they reflect the same purchase and, if this is indeed the case,
generates an on-line authorization request to the financial
network. Upon receiving a response from the financial net-
work, the acquirer returns an authorization response to
both customer and merchant.

An electronic payment system must meet the integrity
security requirement. In general, integrity refers to the abil-
ity to detect and/or prevent improper or unauthorized
modifications to the system state. In an electronic payment
system, integrity can be phrased in terms of preventing any
amount of money from being debited or credited without
the user explicit consent.

With reference to the payment model described above,
integrity requires that when the acquirer requests a pay-
ment authorization aimed at debiting a customer’s account
and, correspondingly, crediting to a merchant’s account,
the acquirer must be in possession of the proof that the cus-
tomer has explicitly ordered the payment, as well as the
proof that the merchant has explicitly requested the
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payment be made to him. This requires the acquirer to be
able to authenticate the origin of both the payment order
and the payment request. So doing, as data origin authen-
tication includes data integrity [37], the acquirer is also
ensured that the payment order and the payment request
have not been altered in an unauthorized way since the
time they were created. However, in an electronic commerce
context, this is not sufficient. It is also necessary to guarantee
the timeliness and uniqueness of a payment transaction as well
as its non-repudiability. While the former prevents unde-
tectable payment order/request replays, the latter allows
an unbiased third party to equitably resolve disputes. For
this reason, we require that each proof is also strong, i.e.,
it cannot be either replayed or repudiated. If we call cus-
tomer authorization a strong proof of payment order from
the customer and merchant authorization the corresponding
strong proof of payment request from the merchant, then

Requirement 1 (Authorization). The acquirer requests a
payment authorization to the financial network if and only
if it holds both customer and merchant authorizations.

Both the merchant and the customer need a strong proof
of whether the payment has been authorized or not. If we
call acquirer response a strong proof of the authorization
response from the acquirer, then

Requirement 2 (Response). For any given authorization
request, the merchant and the customer need to have the
corresponding acquirer response.

In addition to integrity, the electronic payment system
has to satisfy the secrecy requirements. In general, secrecy
refers to the ability to keep the content of information from
all but those authorized to have it. In an electronic pay-
ment system, secrecy can be phrased in terms of preventing
any non-authorized entity to see the order and payment
instructions.

Requirement 3 (Payment Secrecy). No one but the cus-
tomer and the acquirer can know the payment instructions
of any given purchase.

Requirement 4 (Order Secrecy). No one but the merchant
and the customer can know the order instructions of any
given purchase.

The security requirements for an electronic payment sys-
tem may vary, depending on the system features and the
trust assumptions placed on the system itself. For instance,
anonymity is often required [2]. However, we believe the
above requirements are unrenounceable for any remote
card transaction system.

For a practical deployment of an electronic payment
system, other requirements are crucial [6]. For instance,
an electronic payment system is certainly expected to meet
the availability and reliability requirements. While avail-
ability refers to the ability to make and receive payments
as desired, reliability refers to the ability to preserve isola-
tion, durability and consistency of payment transactions in
spite of a network or system crash [2]. In order to fulfill the
availability and reliability requirements, standard mecha-
nisms and methodologies can be applied [31,36]. For
instance, electronic payment transactions are typically
implemented as atomic transaction in order to fulfill the
ACID properties dictated by the reliability requirement
[32]. However, this topic is largely independent of the paper
topic, and therefore we shall not treat it here any longer.

4. The payment service
4.1. The system model

With reference to Fig. 2, in the negotiation phase, a cus-
tomer accesses a merchant’s web site from a host node. This
is a personal computer with standard hardware platform,
operating system and application software, and is equipped
with plentiful of resources for computing, storage, graphi-
cal rendering and communication. Communication
between the host node and the merchant can be protected
using customary means such as SSL [27] or TLS [13], for
example. The host node may be the customer’s home
computer as well as any other personal computer placed
in virtually any location that is accessible in the Internet,
e.g., the customer’s office, an Internet Café and so on.
Thus the host node allows the customer to comfortably
browse the Web but it cannot be considered a trustworthy
device [41]. For this reason, we assume that the host node
assists the customer during the negotiation phase only.

As soon as the customer has terminated the negotiation
phase, the customer clicks on the “payment button™ to
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Fig. 2. The system model.
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terminate that phase and begin with the payment one. In
this phase the payment protocol is performed. The execu-
tion of the protocol involves the acquirer, the merchant
and the customer. During the execution of the protocol,
the customer is assisted by his own personal trusted device,
a trustworthy mobile user device the customer uses to con-
trol all security relevant and legally significant actions of
the payment.

The personal trusted device satisfies certain trust
assumptions that will be formally discussed in Section 5.
For the moment, we informally assume that the personal
trusted device provides both the personal-agent trust and
the captured-agent trust type of trustworthiness [40]. The
personal-agent trust implies that the personal trusted
device acts according to the user’s wishes while it is in
the user’s hands. For instance, it does not authorize unin-
tended payment transactions. The captured-agent trust
implies that the personal trusted device protects the user
even while it is not in the user’s hands. For instance, if
the device is lost, stolen or given away (e.g., for mainte-
nance), no one can authorize payment transactions in the
legitimate user’s name.

In order to provide these forms of trust, we informally
assume that the personal trusted device is equipped with
a tamper-resistant security module (e.g., a smart card), is
not subject to the fake-terminal attack, and requires user
identification for each security-critical command. Further-
more, we assume that the personal trusted device is person-
alized with a private key trusted by the user to digitally sign
payment orders, and with a non-repudiation PIN the cus-
tomer enters to generate a signed statement authorizing a
payment transaction. Both the signing key and the non-
repudiation PIN are stored in the tamper resistant module
to physically protect them from unauthorized accesses.
Finally, we assume that production, distribution, and per-
sonalization of the device is securely done off-line with well-
known means [40].

We assume that end-to-end communication between the
merchant and the personal trusted device is possible.
Abstracting away from the network level, such a communi-
cation can take place through TCP/IP, WAP [24,25] or
even SMS [15]. As it will appear clearer in Section 5, we
assume that it is possible to establish an end-to-end secure
channel between the merchant and the personal trusted
device for secrecy only [27,53].

4.1.1. Cryptography, keys and certificates

Our protocols make use of cryptography. We denote
by {x}g the encryption of quantity x by means of key
K. Whether the encryption is under a symmetric or a pub-
lic-key algorithm will be clear from the context. We
assume that each principal P has a pair of private and
public keys that we denote by Kljl and K, respectively.
We denote by {x}, the digital signature of P for x. A
prudent encryption pengineering suggests that the key-pair
used for digital signatures should be distinct from that
used for encryption. However, for the sake of conciseness,

this distinction is not reflected in the protocol description
below.

In order to guarantee the authenticity and validity of
public keys, we use certificates. A certificate is a data struc-
ture composed of two parts: a data part and a signature
part [37]. The data part contains cleartext data including,
as a minimum, a public key, a string indentifying the prin-
cipal to be associated therewith, and a validity period. The
signature part contains the digital signature of a Certifica-
tion Authority (CA) over the data part, thereby binding the
principal’s identity to the specified public key. The Certifi-
cation Authority is a trusted third party whose signature
on the certificate vouches for the authenticity of the public
key bound to the principal identity. Anyone with the public
key of this authority can verify this assertion and, provid-
ing he trusts the authority, he uses the indicated key to
authenticate the indicated principal.

For simplicity, but without lack of generality, we assume
a single certification authority CA, trusted by all principals,
and whose public-private key pair is denoted by (K4, K.').
The key K., must be distributed in an authenticated man-
ner to every principal. We assume this is done off-line by
means of well-known methods [42].

Table 1 lists principals’ keys and related certificates issued
by the Certification Authority CA. As to certificate Cert,, we
assume that Merchant M holds it as a consequence of the
business relationships established with the Acquirer. Fur-
thermore, certificate Cert,slightly differs from the other cer-
tificates. The additional field U specifies the customer to
whom the device is assigned. Intuitively, this certificate states
that device D is trusted to “speak for” customer U. In other
words, every message sent by D can be considered ““as if”” it
were sent by the customer U. In Section 5, we shall deepen
this point in a more formal way.

Finally, we denote by % a collision-resistant hash func-
tion (CRHF). This is a hash function with the following
properties: a digest /(x) for any input quantity x can be
computed efficiently, but it is computationally infeasible
to find an x’ given x such that A(x) = h(x') (second-preim-
age resistance), or to find a pair (x, x’) such that
h(x) = h(x') (collision resistance).

A further property that we require to the hash function
is that it is computationally infeasible to compute x given
h(x) (preimage resistance). Although in theory collision
resistance does not guarantee preimage resistance, in prac-
tice a CRHF has always the additional property of preim-
age resistance [37]. Thus, in the following we assume that
the CRHF satisfies all the three properties.

Table 1

Principals, keys and related certificates

Principal Key pair Certificate

Acquirer 4 (K(,,Kgl) Certy = {A4,Ky, To} g
Merchant M (K, K1) Certyy = {M, Ky, T g1
Personal trusted device D (Kd.,K[jl) Certy ={D,U,Ky,Ty}g-

Quantities 7, T,,, and T, specify the validity period of the corresponding
certificates.
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4.2. The payment phase

4.2.1. Acquirer’s data structures

In order to support the payment phase the acquirer is
equipped with stable storage where it maintains the follow-
ing data structures:

e The Pending Transaction List, PTL, which specifies the
pending transactions, i.e., the payment transactions
whose execution has started but has not completed
yet. Conceptually, PTL has one element for each pend-
ing transaction. The element is inserted in the list when
the transaction execution begins, and is extracted from
the list when the execution terminates. Initially, the list
is empty.

The Completed Transaction List, CTL, which specifies
the completed transactions, i.e., the payment transac-
tions whose execution has completed but that has not
been yet reported in the next statement of account.
Conceptually, CTL has one element for each com-
pleted transaction that specifies whether the transaction
has completed successfully or not. The element is
inserted when the transaction execution terminates
and is removed when the transaction is reported in
the next statement of account.

4.2.2. The payment protocol

The customer carries out the negotiation phase through
the host node, but he carries out the payment phase through
his personal trusted device. It follows that, before the execu-
tion of the payment protocol can be started, the customer’s
device has to be taken into the proper initial state. For
instance, the personal trusted device has to receive the order
instructions, in order to digitally sign them and thus autho-
rize the transaction, as well as receive the acquirer’s certifi-
cate. A prologue, whose execution precedes that of the
payment protocol, has been conceived just with this aim.

Let OI denote the order instructions. The prologue is
composed of the following actions:

1. Initially, the merchant generates a random number p,
and then asks the acquirer for a unique transaction
identifier.

2. Upon receiving this request, the acquirer generates a
unique transaction indentifier, n,, inserts it into the Pend-
ing Transaction List PTL, and returns it to the
merchant.

3. Upon receiving the transaction identifier, the merchant
sends the four tuple (n,, p, OI, Cert,) to the customer’s
personal trusted device.

4. Upon receiving the tuple, the customer’s personal
trusted device displays the merchant identifier M and
the order instructions Of on its output device O,.

5. Upon viewing these quantities on the screen, the cus-
tomer ascertains that they correctly describe the agreed
purchase. If this is indeed the case, the prologue execu-
tion completes successfully.

Upon successful completion of the prologue, the execu-
tion of the payment protocol may begin. With reference to
Fig. 3, the payment protocol consists of the following actions:

1. The customer explicitly authorizes the transaction by
entering the non-repudiation PIN, NRP, into his own
personal trusted device (message M1).

2. Upon receiving the non-repudiation PIN from its input
device 1, the personal trusted device verifies it, generates
a nonce ng, computes EP[ = {PI}, by encrypting the
payment instructions P/ with the acquirer’s public key,
computes HOI, = h(Ol||p), prepares a message contain-
ing the payment order (message M2), and sends it to
the merchant.

3. Upon receiving the payment order message from the
customer, the merchant generates a nonce n,,, computes
HOI,, = h(OlI|p), builds a payment request, attaches it to
the just received payment order, and, finally, sends the
resulting message to the acquirer (Message M3).

4. Upon receiving the message containing the payment
order and request from the merchant, the acquirer 4
performs the following actions:

(a) Initially, the acquirer performs the following checks:
i. the acquirer verifies the digital signatures on
both the payment order and the payment
request in order to ascertain their authenticity;
ii. then, the acquirer ascertains that neither the
payment order nor the payment request have
been replayed by checking that the values of
their respective n, fields are equal to each other,
and that such a value is present in the Pending
Transaction List PTL; and,
iil. finally, the acquirer verifies that HOI, is equal
to HOI,, in order to ascertain that merchant
and customer agree on the purchase.

(b) Then, if all the above checks are successful, the acquir-
er decrypts the quantity EPI to obtain the payment
instructions P and goes through the financial network
to obtain the payment authorization.

(c) Finally, upon receiving a response R, the acquirer
removes 71, from the Pending Transaction List PTL,
records the pair (n,, R) in the Completed Transaction
List CTL, and returns the merchant a response mes-
sage containing the response R (message M4).

M1 U—D: NRP only

M2 D — M: {PAYORD,M,U,ng,ng, HOIU,EPI}K;l , Certg

M3 M — A: {PAYREQ, M, U,nq,np, HO[W}K;’; , Certy,
{PAYORD, M, U,ng,ng, HOIU,EPI}K;1 , Certy

M4 A— M: {PAYRESP,A, M, U.,nm,nd,R}K;] , Cert,

M5 M — D: {PAYRESP, A, M, U,nm,nd,R}Kl;l , Cert,

M6 D— U: A,M,OI, R on Oy

Fig. 3. The payment protocol.
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5. Upon receiving the response message from the acquirer,
merchant M checks the digital signature to ascertain
that it comes from the acquirer A4, verifies that the mes-
sage contains the fresh quantity n,, to ascertain that the
message is not a replay, and, then, forwards it to the per-
sonal trusted device (message M5).

6. Upon receiving the response message from the mer-
chant, the personal device D checks the digital signature
to ascertain that it comes from the acquirer 4, verifies
that the message contains the fresh quantity n, to ascer-
tain that the message is not a replay, and, then, displays
it to the customer (message M6).

The merchant may fail to send the customer the pay-
ment response message, and therefore the customer would
not be informed about the outcome of the payment trans-
action. However, the customer may obtain such an infor-
mation by directly asking it to the acquirer. In practice,
the customer sends the acquirer a signed inquiry message
conveying the unique transaction identifier n,. Upon
receiving this message and successfully verifying the digital
signature, the acquirer accesses the Completed Transac-
tions List, CTL, using n, as a key, retrieves quantity R
and returns it to the customer.

5. Security analysis

In this section we argue that our protocol meets the
requirements mentioned in Section 3. More precisely, in
Section 5.1, we argue that the protocol fulfills the secrecy
requirements whereas in Section 5.2 we consider the
integrity requirements. All these arguments are informal
and are not intended to constitute a rigorous proof of
security.

5.1. Analysis of secrecy requirements

Proposition 1. No one but the customer and the acquirer
can know the payment instructions of any given purchase.

Proof. In message M2, the customer U sends the acquirer
A the payment instructions PI encrypted under the acquir-
er’s public key K. It follows that only the acquirer can
decrypt this encrypted material and thus retrieve the pay-
ment instructions related to the customer (step 4a of the
payment protocol). [

According to Requirement 1, the successful execution
of the payment protocol requires that the acquirer ascer-
tains that customer and merchant agree upon the pur-
chase. A possible approach would be to let the acquirer
check that the order instructions in the user’s and mer-
chant’s hands, respectively, are actually the same. How-
ever, this would contrast with Requirement 4 because
the acquirer would discover the order instructions. In
order to solve this problem, we let the acquirer check that
the digests of the order instructions, namely HOI, and
HOI,, respectively, are equal (step 4(a)iii), and assume

that customer and merchant agree upon the purchase if
HOI, and HOI,, are equal. The rationale is that, accord-
ing to the collision-resistance property of the hash func-
tion h (Section 4.1.1), if two quantities produce the
same digest then they can be considered equal for any
practical purpose.

Proposition 2. No one but the merchant and the customer
can know the order instructions of any given purchase.

Proof. During the payment protocol, the merchant and the
customer’s personal trusted device transmit the hash code
of the order instructions (steps 2 and 3). According to
the preimage resistance property of the hash function, it
is not computationally feasible to determine the order
instructions from the hash code. However, if the set of pos-
sible order instructions has a reduced number of elements,
a dictionary attack (exhaustive analysis of data) would be
possible hence violating Requirement 4. The random num-
ber p is used to salt the order instructions and thus avoid
this kind of attack [37]. O

As it turns out from Proposition 2, the payment proto-
col does not violate the Order Secrecy Requirement. How-
ever, the order secrecy can be violated in other moments of
the purchase. In the negotiation phase, the order instruc-
tions are exchanged between the host node and the mer-
chant, whereas in the prologue, the merchant transmits
the order instructions and the salt to the personal trusted
device. It follows that the secrecy of the order instructions
must be protected also during these transmissions. To this
purpose, SSL [27] or TLS [13] can be used to secure com-
munication between host and merchant in the negotiation
phase.

Analogously, the prologue requires secure end-to-end
communication between the merchant and the personal
trusted device. The fulfillment of this requirement depends
upon the chosen technology for the personal trusted device.
For example, if the personal trusted device is a GSM/
UMTS cellphone, secure end-to-end communication can
be established between an application on the SIM and a
service provider on the Internet by means of secured pack-
ets implemented over USSD or SMS [17]. Alternatively,
end-to-end secure communication can be provided by
means of WAP [52]. While WAP architecture was used to
suffer from man-in-the-middle, now it has evolved into a
more secure one that provides end-to-end security [53].
As a further example, if the personal trusted device is a
PDA or a laptop, it can access the network according to
IEEE 802.11 and then establish secure end-to-end commu-
nication by means of SSL or TLS.

5.2. Analysis of integrity requirements

As to the integrity requirements, we analyse the protocol
with the BAN logic [9] enriched with simple extensions to
handle secure and timely channels [1]. Appendix A con-
cisely reports the statements and postulates of the extended
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logic that we need in this paper. For a thorough treatment
of the logic, we refer readers to the original papers.

In brief, the BAN logic allows us to describe the beliefs
of the principals in the course of authentication. The
underlying idea of the logic is that a principal considers
authentic a message if it is encrypted with a relevant key
and is fresh, i.e., it has been generated in the current execu-
tion instance of the protocol. Other basic assumptions are
that principals assert only statements in which they believe,
and that certain principals are considered authorities on
certain types of statements.

Abadi et al. have extended the BAN logic to capture the
presence of secure and timely channels. Furthermore, they
make a distinction between input and output channels
because a device may have a channel of one type but not
of the other. The underlying idea of the extension is that
a principal considers authentic a message if it is transmitted
over a secure and timely channel.

In the following we proceed as usual in the BAN logic.
First, we specify the properties the protocol has to achieve
and the assumptions under which the protocol works.
Such specification are formula constructed by means of
the constructs reported in Appendix A. Then, we provide
an idealized version of the protocol and show that it
achieves the specified properties from the specified
assumptions. We do that by transforming each protocol
step in an idealized form where a message is a formula.
Then, we annotate each protocol step with logical formu-
las. The main rule for deriving legal annotations consists
in applying the logical postulates in Appendix A. For
each protocol step, we apply logical postulates to the set
of formulas composed of those holding before the mes-
sage and those contained in the message itself and derive
the set of formulas holding afterwards. So doing, step by
step, we can follow the evolution from assumptions to
properties.

The following set of properties formalize Requirements
1 and 2. In particular, Properties P1-P2 formalize Require-
ment 1 and Properties P3—P4 formalize Requirement 2.

P1. A believes (U, M, OI,). Acquirer A believes that the
customer U has ordered a payment in favour of mer-
chant M for a purchase specified by OI,.

P2. A believes (M, U, OI,,). Acquirer A believes that mer-
chant M has requested a payment for a purchase
made by customer U and specified by OI,,.

{U believes (U, M, ()I“),n,,,,nd}Kd 1, {&D, D controls U believes X’Td}p\

M1 U — D: <]M7 O[“>NHP on [d
M2 D — M:

q y Ky
M3 M — A {M,U,OLynanm} g s {HM,Tm}

K.

M4 A M: {RAM, U nmngl s {HA,TE}K
M5 M —D: {RAM, U nmng}p, {ﬁA,Ta}K
M6 D — U: (A believes R) on Oy

{U believes (U, M, OI,,,,),n(,,,nd}Kf , {&D, D controls U believes X,Td}

P3. M believes (R, A, U, M, OI,). The merchant M
believes that R is the response from the acquirer A
to a payment requested to customer U for the pur-
chase specified by OI,,.

P4. U believes (R, A, U, M, OI,). The customer U believes
that R is the response from the acquirer 4 to a pay-
ment ordered in favour of merchant M for a purchase
specified by OI,.

Fig. 4 shows the idealized version of the payment proto-
col. For simplicity, but without lack of generality, in the
idealized protocol we shall refer to OI rather than HOL
Intuitively, the rationale for this choice is that in the real
protocol HOI is used in the place of OI for confidentiality
purposes, whereas in the idealized version we are interested
in the authentication properties of the protocol.

Furthermore, in the idealized protocol we use the oper-
ator on introduced by Abadi et al. to explicitly specify the
secure channels on which messages are transmitted [1]. If
secure channels are available, whether or not a message is
transmitted on one of them matters. If a message is trans-
mitted on a secure channel, the operator on allows us to
specify the channel. Such a specification is necessary to cor-
rectly apply the logic postulates (Appendix A). In contrast,
if a message is transmitted on an insecure channel, it is
meaningless to specify the channel. Therefore, we only
specify the channels for messages M1 and M6 because only
these messages are transmitted on secure channels. The
remaining messages (M2-MS5) are transmitted through
insecure channels that we do not need to specify.

In the rest of this section we shall prove that the pro-
posed electronic payment protocol fulfils the above proper-
ties if the following set of assumptions holds. For the sake
of increased readability, assumptions are grouped in four
groups: assumptions about keys and secrets; assumptions
about freshness; assumptions about channels; assumptions
about trust.

Assumptions about keys and secrets. These assumptions
specify the initial setup of keying and secret material
for authentication purposes. The Certification Authority
knows the public keys of every participant and each par-
ticipant knows the Certification Authority’s public key
(A1, A2). The customer can use the non-repudiation
PIN NRP to authenticate himself to his personal trusted
device (A3).

—1
Kea
_10

K,

A—1
ca

—1

ca

—1
ca

Fig. 4. The payment protocol in the idealized form. X represents any customer’s belief.
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Al. CA believes (VP € {4, M, D}.nﬁP). Certification
Authority C4 believes that K, K,,, and K, are keys
to communicate with the acquirer 4, the merchant
M, and the device D, respectively.

A2.VP € {4, M, D}. P believes (-5 CA). Acquirer A,
merchant M, and device D believe that K, is the pub-
lic key of the certification authority CA.

A3. D believes U 2D, The personal trusted device D
believes that NRP is a secret that will never be told to
anyone but U and D.
Assumptions about freshness. Assumption A4 specifies
fresh quantities. For instance, if the acquirer A4 sees
quantity n, in a message then the acquirer can derive
that the message is not a replay. Assumption A5 speci-
fies that certificates are within their validity period and
thus are not expired.
A4. A believes fresh (n,), M believes fresh (n,,), D
believes fresh (n,). Every party believes that any nonce
it generates is fresh, thatis, the same nonce is never used
in two different execution instances of the protocol.
AS5. A believes fresh (T7,), A believes fresh (7,,), M
believes fresh (7,), D believes fresh (7,). Every party
believes the needed certificates are within the validity
period.
Assumptions about channels. The assumptions specify
that the personal trusted device has secure input and
output channels. This means that a message received
by the personal trusted device (customer) on the input
(output) channel has been recently transmitted by the
customer (personal trusted device).

A6. U believes (-)<JD, U believes timely (O,). Customer
U believes that O, is a secure and timely channel from
D, that is, messages on O, are known to have been
sent by D recently.

A7. D believes {2 U, D believes timely (/;). Device D
believes that I, is a secure and timely input channel,
that is, any message on I, is known to have been sent
by U recently.
Assumptions about trust. These assumptions specify the
level of trust we place in each participant. The Certifica-
tion Authority is trusted to correctly certify principals
(A8). Therefore, principals believe in the Certification
authority when it makes statements (certificates) about
the authenticity of the public keys of other principals. Cus-
tomer, merchant and acquirer are trusted to correctly issue
payment orders, payment requests and authorization
responses, respectively (A9-A11). The personal trusted
device is trusted to correctly relay messages (Assumptions
A12, A13). Thatis, upon receiving a message, the personal
trusted device forwards it to the legitimate destination
without modifying it. The Certification Authority is
trusted to correctly attestate this behaviour (A14). P
A8.VYP, Q € {A, M, D}, P believes CA controls — Q.
Every principal trusts the Certification Authority CA
to correctly certify other principals.

A9. A believes (M controls OI,,). The acquirer trusts
the merchant to control the payment request it issues.
A10. A4 believes (U controls OI,). The acquirer trusts
the customer to control the purchases for which he
utters payment orders.

All. M believes 4 controls R, U believes 4 controls R.
M and U trust the acquirer 4 to generate the correct
response to the payment authorization request.

Al2. V belief X, CA believes (D controls (U believes
X)). The Certification Authority CA trusts the cus-
tomer U’s personal trusted device to relay the cus-
tomer’s beliefs.

A13.V belief X, U believes (D controls (A4 believes X)).
The customer trusts his own personal trusted device
to correctly relay the beliefs of the acquirer 4.

Al4. V belief X, A believes CA controls (D controls (U
believes X)). The acquirer trusts the Certification
Authority to properly certify the ability of the trusted
device to correctly forward the customer’s beliefs.

5.2.1. The protocol analyzed

With message M1, customer U tells his personal device
D that he believes that OI, correctly specifies the purchase.
The customer uses the non-repudiation PIN, NRP, to con-
vince the personal personal device D of his identity
(Assumption A3). Since the device receives this message
from a secure and timely channel (Assumption A7), then
the device achieves the belief D believes U believes (U, M,
0Ol,), i.e., D believes that customer U has recently uttered
a payment order in favour of Merchant M for a purchase
Ol,.

With message M2, the personal trusted device forwards
that belief to the merchant M together with its certificate.
This certificate makes basically two statements. The first
one is normally about the device’s key (Assumption 1).
The second one states that the device “speaks for” the cus-
tomer or, in other words, that it correctly relays the cus-
tomer’s beliefs (Assumption 12).

Upon receiving this message, the merchant forwards its
contents to the acquirer A4 by attaching them to message
M3. With this message, the merchant sends the acquirer
both his own belief about the payment request and his
certificate.

The analysis of the beliefs the acquirer achieves from
message M3 is divided into two parts. Initially, we analyse
the beliefs derivin%from the first and the second field of the
messages. From {— M, T,,},1, the acquirer 4 believes that
K, is the merchant M’s pubclaic key (Assumptions A2, AS,
and AS8). From {M,U,Ol,,n,,n,},—+ and the freshness
of n, (Assumption A4), the acquirer ‘achieves the belief A
believes M believes (M, U, OI,). This means that the
acquirer A believes that the merchant M has recently issued
a payment request for purchase OI,, made by the customer
U. Furthermore, as the acquirer A4 trusts the merchant M
to correctly control the payment requests it issues
(Assumption A9), then the acquirer achieves the belief 4
believes (M, U, OI,), i.e., Property P2.
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Let us now consider the third and fourth component of
message M3. From the first field of certificate
{F5D,D controls U believes X, T,},-1, the acquirer A
achieves the belief 4 believes ﬁ»D, ie., K, is the public key
of the personal trusted device D (Assumptions A2, AS,
and AS8). Furthermore, from the second field of the certifi-
cate (Assumptions A2 and AS), the acquirer also achieves
the belief A believes (CA believes (D controls U believes
X)). This means that the acquirer A believes that the certifi-
cation authority CA has recently stated that the personal
trusted device D correctly relays the customer U’s beliefs.

As the acquirer trusts the certification authority on this
kind of statements (Assumption A14), then the acquirer
achieves the following belief about trust on the customer’s
personal trusted device A believes (D controls U believes X).
This means that 4 believes that the personal trusted device
D correctly relays the customer U’s beliefs.

From {U believes (U, M, Olu),n,,,nd},ql and the fresh-
ness of n, (Assumption A4), the acquirer achieves the belief
A believes D believes U believes (U, M, OI,). This means
that the acquirer 4 believes that the personal device D
has recently relayed a payment order issued by the cus-
tomer U in favour of merchant M for a purchase OI,. This
belief, together with the one about trust on the customer’s
personal trusted device, takes the acquirer to believe 4
believes U believes (U, M, OI,). This means that the acquir-
er believes that the customer has recently uttered a pay-
ment request for purchase OI, from the merchant M. As
the acquirer A4 trusts the customer U to control the pur-
chases for which he utters payment requests (Assumption
A10), then the acquirer achieves the belief 4 believes (U,
M, Ol,), i.e., Property PI1.

Message M4 conveys the response of the acquirer 4 to
merchant M. Then, the merchant M forwards it to the per-
sonal trusted device D by means of message M5. The rea-
soning that merchant and device apply upon receiving
message M4 and M5, respectively, are substantially the
same. They both believe that the message has been signed
by means of the acquirer A’s private key (Assumptions
A2, Al, A5, and A8). Furthermore, they both believe the
message is fresh because it contains the fresh quantities #,,
and n,; (Assumption A4), respectively. It follows that they
achieve the respective beliefs M believes A believes (R, A,
U, M, 0Ol,), and D believes A4 believes (R, A, U, M, Ol,),
i.e., the merchant and the personal trusted device believe
that the acquirer has recently issued the response message.

As the merchant trusts the acquirer to correctly generate
a response (Assumption All), then, it achieves the belief M
believes (R, A, U, M, Ol,,), i.e., Property P3.

The personal trusted device D forwards its own belief to
the customer U through a secure and timely channel
(Assumption A6) with message M6. As the customer trusts
the personal trusted device to correctly relay beliefs of the
acquirer (Assumption A13), and trusts the acquirer to cor-
rectly generate a response (Assumption All), then the cus-
tomer achieves the belief U believes (R, A, U, M, OI,), i.e.,
Property P4.

5.3. On the BAN logic and assumptions

In this work we have used (an extended version of)
the BAN logic as a guidance tool. The BAN logic has
been quite successful from a practical viewpoint, mostly
as a tool for retrospective analysis [8]. However, its
semantics are controversial. Completeness for original
BAN logic cannot be expected and its extensions have
so far been limited to soundness [11]. A version of
BAN that is complete with respect to message passing
systems has recently been proposed by Cohen and
Dam [11]. Furthermore, transforming a protocol into
its idealized version and vice versa is quite an informal
process. Other logical frameworks could have been used.
However, despite its shortcomings, we have used the ori-
ginal BAN logic (with extensions for secure channels)
because it allows us to simply and intuitively describe
protocols, enclosing properties and assumptions, and
clarify trust relationships between parties.

The main objective of this paper is to show that the
security of remote card transactions can be improved by
means of a personal trusted device, even one with a lim-
ited form factor. Given a set of desired security proper-
ties, we have defined both a protocol and set of
assumptions, A1-A14, from which the protocol achieves
the properties. Assumptions Al-Al4 have to be consid-
ered as a set of practically reasonable hypotheses from
which the proposed protocol achieves all the desired prop-
erties without generating conflicting beliefs (Section 5.2.1).
From this point of view the assumptions can be consid-
ered complete and sound. However, we do not claim that
the soundness and, particularly, the completeness of these
assumptions can be proven in the most general case. First
of all, because of the limitations of the BAN semantics
discussed above. Second, because this goes beyond our
objectives.

Notwithstanding, we believe that our assumptions
about personal trusted devices (Al, A3, A6-A7, and
A12-A14) may have quite a general value. Actually, they
are able to formalize the high-level, informal properties
that Pfitzmann et al claim a personal trusted device
should have [40]. Furthermore, our assumptions can be
implemented on top of the trusted open platform pro-
posed by Lampson et al [14]. More precisely, as to the
properties proposed by Pfitzmann et al., the personal-
agent trust property is captured by Assumptions A6-A7,
Al12-A14, whereas the captured-agent trust property is
captured by Assumptions Al and A3. As to the architec-
ture proposed by Lampson et al., authenticated operation
makes it possible to implement Assumptions Al3; sealed
storage makes it possible to implement the assumptions
Al and A3; secure I/O makes it possible to implement
Assumptions A6-A7; and, finally, attestation makes Al12
and Al4 unnecessary because a participant can remotely
attestate the personal trusted device and does not need
the Certification Authority to attestate the device trust-
worthiness anymore.
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6. Discussion

In this section we exploit the theoretical framework
defined in Section 5 to discuss the security of a conven-
tional system, with and without smart cards, and to argue
that a GSM/UMTS cellphone can be practically consid-
ered a personal trusted device. We essentially focus on
the security aspects on the personal trusted device side.
In contrast we do not consider the security aspects on the
server side because, although important, they are quite well
understood and documented [29]. Finally, we briefly dis-
cuss an early prototype we have implemented.

6.1. Comparison with a traditional system

In this section we discuss the security of a conventional
electronic payment system and compare it against the pro-
posed one. A conventional system is a specialization of the
system in Fig. 2 in which a customer lacks a personal
trusted device and performs the payment phase directly
through the host node H. This node runs an electronic pay-
ment application, performs the necessary digital signatures
on the payment order, and stores the related private key.

In a conventional system it is not generally possible to
satisfy Requirement 1 because the acquirer fails to receive
a strong proof that the customer has actually authorized
the payment. From a more formal point of view, this
means that Property P1 does not hold. There are two rea-
sons for that. One reason is that the acquirer 4 cannot
achieve the belief that host H actually speaks for U. More
formally, this means that Assumptions A12 and A14 can-
not be rephrased by replacing the personal trusted device
D with the user host H. This is because it is not generally
possible to have assurance about the integrity of the soft-
ware stack on host H. The computers in most people’s
homes and offices run operating systems with million lines
of code that are known to be full of bugs and security flaws.
On top of these operating systems, users run applications
with security problems that can be remotely exploited to
install malicious software [41]. Furthermore, people are
generally unable to properly administer their own comput-
ers, are not aware of the security threats, and are used to
freely download and install software from the Internet. It
follows that an attacker can easily violate the integrity of
the software stack of these platforms. When this happens,
there is no limit to the damage that a malicious software
can do. For instance, the electronic payment application
on host H might be maliciously modified by a virus or a
Trojan horse so that the order instructions that are being
signed are different from those displayed to the customer.
As a further example, the maliciously modified application
might even perform payments in the name of the user but
without his knowledge or consent.

Furthermore, a malicious program, such as a virus or a
Trojan horse, could install itself at the operating system
level and intercept communication between the payment
application and input/output devices so replaying or alter-

ing the integrity of messages on [, and O, channels. It fol-
lows that not even Assumptions A6 and A7 about security
of channels hold anymore [43].

A further reason why Property P1 does not hold any-
more is that the Acquirer 4 has no assurance that the pub-
lic key K, is a good key for speaking with host H. This
means that there is no assurance about the secrecy of the
corresponding private key K,' and thus the belief
(4 believes — H) cannot be reliably achieved from
Assumptions Al and A8. Actually, such a confidentiality
can be attacked in several ways. Typically, a private key
is stored on the host file system in its encrypted form and
the symmetric key used to encrypt it is derived from a pass-
word or passphrase of the customer’s choice. It follows that
K;l is as secure as that password/passphrase. A malicious
program running on the host H (e.g., a virus or a Trojan
horse) may attempt an on-line dictionary attack or send
the encrypted private key to a remote site for an off-line
attack. Furthermore, the malicious program might attempt
to directly eavesdrop on the password/passphrase or the
private key itself when either is used [43].

As a final consideration, we would like to remark that
the customer is exposed to the risk of his private key, as
well as his electronic payment application, being compro-
mised and abused without the means of detecting it until
the fraudulent use becomes evident. A sophisticated attack
might leave no evidence and the customer would remain in
the weak position to resist an assertion from the bank that
the remote card transaction was correctly authorized.

6.2. Extending a conventional system with a smart card

In order to improve the security of a conventional sys-
tem, it has been proposed to use a smart card S as a per-
sonal trusted device. Every user holds a smart card which
is entitled to store the private key K ' and to perform dig-
ital signatures. The host node H is now equipped with a
smart card reader. The electronic payment application on
the host node displays the payment order to the customer,
and sends it to the smart card in order to have it signed.

Using a smart card certainly improves the secrecy of the
signing key with respect to a conventional system. Actu-
ally, the key never leaves the card and thus eavesdropping
on it becomes impossible or, at least, much more difficult.
Therefore, tII}e acquirer can now reliably achieve the belief
(4 believes — S) from Assumption Al and A8 properly
rephrased in terms of S instead of D.

However, using a smart card cannot make the acquirer
believe that the smart card itself actually speaks for the cus-
tomer. As a smart card has no input and output devices, it
has to resort to the host in order to dialogue with the cus-
tomer. It follows that the implementation of its input and
output channels, Ig and Og, involves the untrusted host
H. Thus these channels can be considered neither secure
nor timely. Thus, A6 and A7 cannot be assumed. As a con-
sequence, the smart card S cannot infer that the belief it
receives from the input channel /g actually comes from
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the customer and thus cannot relay that belief. As a prac-
tical example, a compromised host can still send the smart
card a payment order that is different from that one dis-
played to the customer, or perform payments in the name
of the user but without his knowledge or consent. The fact
that a digital signature by the smart card has to be author-
ised by entering a PIN is of little help because a compro-
mised host can compromise that PIN.

6.3. A SIM-based payment system

With reference to Fig. 2, we consider now an electronic
payment system where the personal trusted device D is a
GSM cellphone. We chose this kind of device because
GSM is currently one of the most popular and widely used
wireless technologies, and GSM handsets are popular,
widespread, and considered as the major devices for mobile
commerce.

In the rest of this section we consider the GSM applica-
tion platform that allows an application residing on a GSM
cellphone to interact with a service located in the Internet.
We give intuitions regarding the technical obligations to
develop such an application. Finally, we informally argue
that a GSM application platform satisfies the assumptions
concerning a personal trusted device. In doing that, we
make reference to the standards issued by ETSI, the Euro-
pean Telecommunications Standards Institute (wWww.et-
si.org). It is worthwhile to notice that UMTS is the next
generation system with respect to GSM and provides a
communication system that has higher capacity and is
more secure. However, from the application perspective,
the arguments for GSM hold for UMTS as well.

In GSM, a cellphone is called mobile station and is com-
posed of two parts: the Mobile Equipment and the Sub-
scriber Identity Module. The Mobile Equipment (ME) is
the handset and is responsible of the radio part. The Sub-
scriber Identity Module (SIM) is a security device, a smart
card, which contains all the necessary information about
subscription, network specific authentication algorithm,
and subscriber specific authentication key. The SIM is thus
an integral part of the overall network security system
which strives against illegitimate use of the service and
the interception of data on the air interface [16]. Encryp-
tion algorithms are integrated into the mobile equipment
as dedicated hardware. Symmetric keys are derived from
subscription information using an algorithm under the
control of a master key.

In order to use a GSM cellphone in the electronic pay-
ment system described in this paper, the SIM is required
to contain a small payment application based on the SIM
Application Toolkit. The SIM Application Toolkit (SAT)
is a set of commands and procedures that allow operators
and other providers to create applications that reside on
the SIM [19]. SAT provides mechanisms by means of which
applications can interact and operate with any compliant
mobile equipment. These mechanisms include displaying
text from the SIM to the mobile equipment, sending and

receiving SMS messages, and initiating a dialogue with
the user.

An application on the SIM requires end-to-end security
services that are not provided by the basic GSM network
security services that are instead oriented to identification
of subscribers and protection of the air interface. Thus a
set of security services has been defined for SAT related
to communication over the GSM network (e.g., SMS,
USSD, and future transport mechanisms). These services
allow a level of security chosen by the network operator
or the application provider and include authentication,
message integrity, replay detection, proof of receipt, and
message confidentiality [18]. An implementation of these
services has been proposed over SMS [17].

The above security services require digital signatures as
a basic security mechanism [18]. As no public key algo-
rithm is integrated in the mobile equipment, we assume
that the SIM implements them under the form of a Wire-
less Identification Module. The Wireless Identification
Module (WIM) is a security module conceived to enhance
the security of the transport and application layer of the
WAP architecture [51]. Application level security opera-
tions that use the WIM include signing and using a private
key (i.e., K;') that never leaves the WIM. The WIM func-
tionality is designed so that it can be implemented on a
smart card with current technology either as a WIM-only
card or as a part of a multi-application card containing
other card applications, like the GSM SIM. SIM cards
with WIM security module are provided by the SIM card
issuer [38]. As the private key never leaves the SIM/WIM
security module, it follows th[%t it is possible to reliably
achieve the belief (4 believes 5 D) from Assumption Al
and AS.

An API has been devised to allow easy application
access to the functions and data of the SIM [20] and the
SAT [19], so that SIM based services can be developed
and loaded onto SIMs, quickly and, if necessary, remotely,
after the card has been issued [21]. The API has been pro-
posed in the Java programming language [22] as an exten-
sion to the Java Card 2.1 API [47] on the Java Card 2.1
Runtime Environment [48].

According to [21], only the card issuer, or any party del-
egated by it (i.e., network operator or trusted third parties),
can load, remotely or not, an application onto a SIM card.
This operation is augmented by certification, mutual
authentication and encryption. The role of certification is
to ensure that only the authorized entities are able to
download an application onto the SIM. Based on this cer-
tificate, the card shall decide whether or not to accept the
downloaded application. Furthermore, loading an applica-
tion from a load server (e.g., arranged by the network oper-
ator) onto the SIM may involve the authentication of the
communicating entities as well as the encryption of the
data traffic between those entities [17,18]. To this purpose,
the card issuer initializes a set of keys during SIM card ini-
tialization and uses them to bootstrap a hierarchy of keys.
Additional keys are generated, distributed using existing
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keys, and assigned limited authority. Such keys may be
passed on to trusted parties and subsequently used for
authentication and encryption.

From these considerations it follows that GSM defines a
specialized closed application platform. Developers (card
issuer, network operator, or trusted third parties) have
complete control over the structure and complexity of the
software stack, thus they can tailor it to their security
requirements. In addition, the platform provides hardware
tamper resistance to ensure that the platform’s software
stack is not easily modified to make it misbehave. Further-
more, embedded cryptographic keys permit the GSM sys-
tem to identify its own software to remote systems,
allowing them to make assumptions about the software
behavior. It follows that these capabilities allow the GSM
closed platform to offer higher assurance and address a
wider range of threat models than current general-purpose
platforms (e.g., a PC). This leads us to safely assume that
now the personal trusted device satisfies Assumptions
A12 and Al4. Furthermore, as SAT allows the SIM to
fully control the user input and output [23], then we can
safely assume that also Assumptions A6 and A7 now hold.

6.4. On phishing

Phishing is a criminal activity exploiting social engineer-
ing techniques. Phishers attempt to fraudolently acquire
sensitive information, such as passwords and credit card
details, by masquerading as a trustworthy entity in an elec-
tronic communication. Typically, phishing is carried out
using email and instant messaging, although phone contact
has been used as well.

In a traditional remote card transaction scheme, credit
card details are a target for phishers which can use these
details to fraudolently carry out remote card transactions.
The risk connected to this attack is ultimately shifted to
merchants. Actually, if a cardholder repudiates a transac-
tion, the bank has no basis on which to charge the card-
holder. Therefore the bank obtains reimbursement from
the merchant of anything paid to the merchant in respect
of the transaction. It follows that, the subject who takes
the risk of phishing is different from the phishing target.

With respect to the traditional scheme for remote card
transactions, the proposed one introduces an improvement
in terms of anti-phishing measures. Actually, in the pro-
posed scheme, the sole knowledge of the credit card details
is not sufficient to authorize a transaction. Actually, a
transaction authorization requires a digital signature per-
formed by means of the cardholder’s trusted device. This
implies that in the proposed scheme the target of a phisher
becomes the cardholder’s trusted device’s private key K.
However, a phisher cannot acquire that key. First, because
the key never leaves the trusted device. Second, because it is
generally unknown to the customer himself.

Finally, it is worthwhile to notice that the non-repudi-
ation PIN NRP is not an attractive target for phishers.
This PIN is necessary to authenticate the customer to

his personal trusted device. Therefore, there is no point
for a customer to type it into an input channel of a device
different from his own personal trusted device. Further-
more, even though a phisher were able to acquire the
NRP of a customer, this information would be useless
without the possession of also the customer’s personal
trusted device.

The last consideration allows us to make a final remark.
Like SET, the proposed scheme uses digital signatures.
However, the proposed scheme defines a more reasonable
risk allocation than SET. For the customer, losing control
of the means of authorizing a transaction, namely losing
control of his personal trusted device, becomes now similar
to losing control of a cellphone or a plastic credit card. An
event that the customer can promptly realize and report.

6.5. A prototype

We have developed an early prototype of the payment
application for a GSM cellphone. The application on the
cellphone was developed as a SAT applet in the Java card
2.1 programming language. The applet uses the packages
sim.access and sim.toolkit to access the SIM and the
SAT services, respectively. The source files for these pack-
ages are attached to the standard GSM 03.19 [22].

The SAT applet was not deployed on a real SIM card
because of the high economical costs of the simulation
and development kits for this kind of smart cards. In con-
trast, we deployed the applet on a Cyberflex Access 32K
[3] using the Cyberflex Access Software Development
Kit Version 4.1 [4]. Cyberflex Access 32K is a card
equipped with an 8-bit CMOS micro-controller, 96 kB
ROM, 4kB RAM, and 32 kB EEPROM. The crypto-
graphic capabilities of the card are DES, 3-DES (CBC,
EBC), SHA-1 hashing, and RSA signature and verifica-
tion with up to 1024 bits key.

Using a Java Card instead of a real SIM card required
us to simulate the SIM-ME interface and to modify the
sim.toolkit package accordingly. Furthermore, communi-
cation between the cellphone and the acquirer was imple-
mented over UDP instead of SMS. However, the
accurate simulation of the SIM-ME interface allowed us
to gain experience with the SAT style of programming.
This style is peculiar because it reverses the usual modality
of interaction between the SIM and the ME. Generally,
ME is the “master” and initiates commands to the SIM.
However, this limits the possibility of introducing new
SIM features requiring the support of the ME, as the
ME needs to know in advance what actions it should take.
For this reason, the SIM Application Toolkit provides pro-
active commands which allow applications on the SIM to
interact and operate with any ME by initiating the actions
to be taken by the ME. More detailed information about
programming with proactive commands can be found in
both the ETSI GSM 11.14 standard [19] and the sim.
toolkit documentation that is distributed in the Javadoc
format with the package itself.
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7. Conclusions

In this paper we have presented a protocol for remote
card transactions with personal trusted devices. The paper
has several merits.

e The paper shows that personal trusted devices allow us
to improve the technical management of disputes so giv-
ing rise to a fairer allocation of risks between customer
and merchant.

e The paper shows a practical balance between security
and usability: conventional, resource-rich but untrusted
computer platforms are used for goods browsing and
selection while personal, resource-scarce but trusted
devices are used to securely authorize card transactions.

¢ By means of an extended version of the BAN logic, we
have stated the security requirements of a personal
trusted device. To the best of our knowledge, this is
the first effort to make such a formalization.

e This formalization has provided us the theoretical
framework to discuss the security of a conventional elec-
tronic payment system, with and without smart cards,
and to argue on the basis of the ETSI standards that a
GSM/UMTS cellphone can be practically considered a
personal trusted device as long as it is part of the special-
ized “closed” GSM application platform.

As we have seen, the security benefits of starting from
scratch on a closed special-purpose platform can be signif-
icant. However, for most applications these benefits do not
outweigh the advantages of general-purpose open plat-
forms that offer significant economies of scale. For this rea-
son, personal wireless devices, enclosing cellphones, are
more and more evolving toward being general-purpose
open platforms. Due to advances in computer and commu-
nication technology, these devices tend to be increasingly
powerful in computing and communication. This phenom-
enon drives more and more functionalities and applications
into these devices but it also drives the security risks that
are endemic to desktop computing. Unfortunately, manu-

facturers have largely ignored the lessons from the past
and have failed to include features for secure computing
at application, operating system and architecture level
[30]. However, the recent appearing of trusted platforms
seems to provide a promising means to resolve the conflict
between these two approaches by supporting the capabili-
ties of closed platforms on general-purpose computing
hardware through a combination of hardware and operat-
ing system mechanisms [14,28,39]. Our future research
activity will be thus addressed to that direction.
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Appendix A. The extended BAN logic

The statements of the extended BAN logic are reported
in Table 2. These statements can be manipulated by using a
set of postulates, which include:

The message-meaning rule. This postulate states that if Q
sees a message signed with K~ and the cognate key K is
a good key for communicating with P, then Q believes
that once P said the message. Formally,

O sees {X}K—l,'ip
P said X

The postulate can be restated for shared secrets as fol-
lows: if Q sees a message X combined with Y, which is
a secret shared with P, then Q believes that once P said
the message. Formally,

O sees (X),, O believes P = (0]
P said X

Table 2

The BAN formalism

Formalism Description

P believes X Principal P is entitled to believe statement X and to behave as if X were true

P said X Principal P once said statement X, either long ago or in the current execution instance of the protocol
P said; X Principal P once said statement X on channel L

P sees X A message containing X has been sent to principal P that can read and repeat X

P sees; X A message containing X has been sent to principal P on channel L

fresh (X) Statement X is fresh, that is, it has been uttered during the current execution instance of the protocol
6’( controls X Principal P is an authority on statement X and thus must be trusted on it

— 5 Key K is a good key to communicate with P; i.e., K is the public key of principal P

P=9 X is a shared secret between principals P and Q

(Z)x Z is combined with secret X whose presence proves the identity of whoever utters (Z)y. Combination can be as simple as a hash or a
v concatenation

<P Y is a secure channel from principal P

timely (Y) Y is a timely channel

The left column shows the BAN formalism we use in this paper, and the right column reports an informal description of such a formalism.



A. Bottoni, G. Dini | Computer Communications 30 (2007) 1697-1712 1711

Abadi et al. have restated the statement for secure chan-
nels as follows: if Q sees a message X on channel L,
which is a secure channel from P, then Q believes that
once P said X [1]. Formally,

L
0O sees; X, QO believes < P
P said X
The nonce-verification rule. This postulate states that if P

once uttered statement X, and this statement is fresh,
then P still believes it. Formally,

O believes P said X, O believes fresh (X)
O believes P believes X

Another way to guarantee timeliness is to use timely
communication links [1]. That is, if once P uttered a
message X on channel L, and this channel is timely, then
P still believes X. Formally,

O believes P said;, X, O believes timely (L)
O believes P believes X

The jurisdiction rule. This postulate states that, if princi-
pal P believes a statement X, and P is an authority on
that matter, then he should be believed. Formally,
O believes P believes X, O believes P controls X

O believes X '
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