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A penetration test (pen test, in brief) is an authorized attack to a computer system. The 
aim is to determine the security level of a system and report to the system’s owner the 
possibly found vulnerabilities. A penetration test can be overt (or white-box) or covert 
(or black-box). In overt penetration tests, the pentester is given full knowledge of the 
system details, and the organization is aware that a penetration test is ongoing. Overt 
pen tests are generally cheaper and quicker, and they can find lots of vulnerabilities. 
However, they are generally less realistic. In covert penetration test, the system details 
are hidden to the pentester, and (most of) the organization is unaware that a 
penetration test is ongoing. Covert pen tests are more expensive, and they usually find 
only the easiest and most exploitable vulnerabilities. However, they are more realistic, 
since they also evaluate the reaction capabilities of the security team of the 
organization.
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The pre-engagment interactions are initial discussions with the costumer about the 
actions which will be done in order to assess the system’s security. During the 
intelligence gathering phase, the pentester gathers any information he/she can about 
the costumer’s organization (including websites, social networks, etc.). During the 
threat modeling phase, the pentester identifies all the possible threats which can affect 
the system and the most viable attack strategies. In the vulnerability analysis phase, the 
pentester seeks ways to access the target in practice. This phase includes for example 
port scanning. The exploitation phase is the actual attack. The post exploitation phase 
involves analyzing what a real adversary could do with the information gathered and/or 
access obtained after the attack. Finally, the reporting phase involves reporting to the 
costumer the found vulnerabilities and suggest how to address them.
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One of the most used tools for the vulnerability analysis on the target machine is nmap. 
Nmap is an open-source tool which scans all the TCP and UDP ports on the target 
machine and reports the open ones. By using the -A flag, nmap also performs heuristic 
tests in order to gather additional information. In particular, nmap reports which 
software is running at the open ports, which version of such a software, and the OS 
family and version.
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In the past ('80-'90), the virus writers were principally young male programmers 
wanting to prove their skills to the community of “black hats”. Nowadays, malware is 
developed mainly for business, politic, or espionage purposes. Political activists 
typically write malware to attack a specific website of a company or organization. 
Criminals develop malware in order to show pay-per-click advertisements, or to steal 
and sell passwords, credit card numbers, or personal information. Moreover, they can 
blackmail victims by blocking their computer and demanding a ransom to unblock 
them, or they can simply sell malware to other parties (black market). Finally, 
intelligence agencies develop malware to steal strategic information from world 
leaders, or to perform industrial espionage or industrial sabotage.

13



Modern malware is hard to classify rigidly, because it usually has different features. An 
important classification is based on its infection paradigm (if any). A virus is a piece of 
code that infects a file, typically executables or any files capable of containing code 
(e.g., .doc, .pdf, etc.), and self-replicates to other files. Actually, viruses are rare 

nowadays, because their infection is easy to detect by anti-virus software. However, the 

term “virus” is also used to indicate a generic self-replicating malware. A worm is a 

program that infects a computer (not a single file, like viruses do), and self-replicates to 

other computers through a network. Worms are the most common kind of self-

replicating malware nowadays. A Trojan horse (or Trojan) is a malicious program that 

appears to be legitimate, thus misleading the user about its true intent. It usually does 

not self-replicate, and infects the victims by social engineering (e.g., an hacker that 

sends an email with malicious attachment).
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Keylogger is very useful to steal passwords. Adware shows advertising to the user, and 
is not necessarily malware. It is considered malware if the user did not give his consent 
to receive such advertising.
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Botnets are typically used to launch Distributed Denial of Service (DDoS) attacks against
a specific target. Ransomware typically encrypts user information and then asks the 
user a ransom in bitcoins or other cryptocurrencies for the decryption key.
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Advanced Persistent Threat is a long-term hacking process usually employed in 
industrial or political espionage.
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The only feature common to all malware is infection, that is, the capability of executing
the first time on a host against the will of the user. To do this, malware can leverage 
poor precautions by the user and/or security vulnerability of some software 
components. Malware can be persistent, which means that it keeps the host infected 
after a reboot. Malware can self-replicate, that is, it can automatically infect other 
hosts with copies of itself. Malware can adopt concealment techniques, in order to 
avoid being detected by the user or by anti-virus software. Finally, malware can 
damage the host and/or other victims.
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There are countless infection mechanisms. The most common ones involve social 
engineering, for example sending emails with Trojan attachments, or deceiving users
into downloading Trojan files from malicious (or poorly controlled) websites. A 
common infection method for embedded devices (e.g., routers, IP cameras, etc.) is to 
break authentication by credential stuffing with a database of default passwords (e.g., 
admin/admin, etc.).
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Another classic method is leveraging buffer overflow or injection vulnerabilities to run
arbitrary code on the victim machine.
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Persistency is the ability of self-execute after reboots. Viruses typically prepend
themselves at the beginning of legitimate executable files. Worms can leverage many
persistency techniques, for example register themselves as start-up programs.

23



Another common persistency technique is DLL hijacking, in which malware replaces a 
dynamic library (DLL in Windows, SO in Unix) with malware code. Every time a 
legitimate process calls some API function of the library, malware is executed. The 
malware code, after performing some malicious action, calls in turn the legitimate API 
function of the legitimate dynamic library, in order to conceal its presence.
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Another method is to replace a legitimate interrupt handler with malware code. Every
time a legitimate process triggers such an interrupt, malware is executed.
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The infection mechanisms for self-replication are as countless as those for the first
infection.
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The Random Constant Spread (RCS) is a simple propagation model for computer worms
under the assumption that infections are completely random, meaning that an infected
host can infect with the same probability any other host. This may not be true in the 
real world, for example because firewalls block infection attempts and thus it is easier
that an infected machine infects other machines in its intranet rather than in the global 
Internet. In addition, the simple RCS model assumes that victims do not undertake any
defense at all, i.e., no patches, no malware removal tools, etc., and they do never turn 
off or unplug their infected machines. In other words, an infected machine remains
infected and infectious forever. This assumption holds only at the initial stage of the 
epidemic.
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Under these simplifying assumptions, the average trend of the infected machines over time can be 
described by a simple function. We indicate with N the number of susceptible machines (i.e., the 
machines which can be infected) at infection start, and with K the number of infections that an infected
machine can do in a time unit. We further indicate with A(t) the machines infected at time t, and with 
A’(t) the time-unit increment of such a number at time t. The following differential equation holds:
A’(t) = A(t)*K*(1-A(t)/N).
This is because the increment of infected machines is proportional to the infections that all the infected
machines can do (A(t)*K) times the ratio of susceptible machines not yet infected (1-A(t)/N). Though
quadratic, this differential equation allows for a simple solution: 
A(t) = N*e^K(t-T)/(1+e^K(t-T)),
where T is a constant of integration that can be fixed by knowing the state of the epidemic at a given
time. This function is called logistic function, and it has many applications in different fields like ecology
(population growth), medicine (tumor growth), and economics (diffusion of innovations).
The red curve in this slide shows the logistic function of the RCS model. It can be roughly divided in three
phases: (1) an initial exponential growth, (2) a successive linear growth, (3) a final exponential approach
to N. After the initial exponential growth, the epidemic propagation slows down, due to the shortage of 
potential victims. The RCS model represents the worst-case epidemic trend, since it assumes no 
defenses by the victims. In the real world, people undertake actions to counteract the epidemic. 
Installing a patch that corrects the vulnerability decreases the susceptible machines (N). Updating the 
signature database of the anti-virus software has the same effect. Removing the infected machines from 
the network or healing them by using malware removal tools decreases the infected machines (A(t)).
The Zou-Gong-Towsley model takes into account the defenses, assuming that users patch and heal their
machines following a logistic function. The epidemic trend has not a closed form, and it is shown by the 
blue curve. It has an initial exponential growth similar to the RCS model, then it slows down and 
approaches to a limit less than N. The slower machines are patched and healed, the more the epidemic
trend will resemble the worst-case RCS model.
After the diffusion peak, the number of infected machines will decrease very slowly. A worm can remain
in the wild for years before being eradicated completely.
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Concealment means hiding malware’s presence to the user and to the anti-virus 
software. In order to hide its presence to the user, malware usually chooses non-
explicative or random process names, which go unnoticed among other legitimate
process with non-explicative names. The same is done for malware installation files, if
any.
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More complex techniques are possible. This slide shows an example of system call 
hijacking:
1) An application (or the user) wants to view the list of the active processes.
2) In the process list, among legitimate processes, there is the worm's process. The 
malware wants to hide it.
3) The malware hijacks the library call that retrieves the active process list. It intercepts 
the system call and cancels its name from the actual list.
4) The application (or the user) views the “clean” list.
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Another technique is DLL injection. In this case, the worm injects its code, usually a DLL 
image, inside another legitimate process. In this way, malware conceals from detection 
and accesses the resources of the injected process.
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The main functionalities of anti-virus software are:
1) Prevent malware's infection
2) Detect malware's infection
3) Remove malware's infection
The first two features require the ability to recognize malware from legitimate 
software. Modern anti-virus software has other features, among which firewall, 
intrusion detection, anti-spam, and anti-phishing.
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Fred Cohen (the inventor of the word “computer virus”) developed the following 
theorem: “a perfect malware detector is impossible”. A proof by contradiction follows.
1) Let us suppose a function is_malware(·) exists, which examines a piece of code and 
returns true whether such a code is malware, false otherwise. Let us suppose that 
is_malware() is perfect, that is it does not give any false negatives nor false positives.
2) Then, it is possible to build a program named my_program(), which executes 
is_malware() on itself. It behaves like a malware if the function return false, it does 
nothing otherwise.
3) is_malware(my_prog) cannot return neither true or false. If it returns true, then 
my_prog() will not be malware, thus it will be a false positive. If it returns false, then 
my_prog() will be a malware, thus it will be a false negative.
Hence, such a perfect malware detector is not possible.
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The real-life anti-virus software tries to recognize malware by means of two main 
techniques: signature-based detection and anomaly-based detection.
A signature is a sequence of instructions in the code of a piece of malware, which 
univocally identifies it. The presence of a signature reveals the presence of malware 
inside an infected file or a running process.
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The signature-based detection relies on a database of malware's signatures. Every 
suspect file and process are checked to contain such signatures. Signature database 
must be periodically updated by anti-virus software.
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Such a method is efficient, gives very rare false positives, and identifies the specific 
piece of malware, rather than detecting its presence only. The identification is 
particularly important for the sake of removing it, as different malware requires 
different removal procedures. This is the most used detection method by anti-virus 
software.
The main drawback is that this method cannot recognize new malware, whose 
signature has not been isolated yet. Another drawback is that it does not protect 
against polymorphic malware, as we will see in the following.
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Malware can self-encrypt itself in order to avoid signature-based detection. The image 
above shows an example of self-encrypting malware. The decryptor and key are stored 
in the clear before the encrypted malware's code. During the first execution, the 
decryptor recovers malware's code and executes it.  During the self-replication phase, 
the malware chooses a new random key and encrypts its code.
Note that a strong encrypting algorithm is not needed here. The encryption aims only 
at avoid the detection, rather than protecting the confidentiality. Very simple 
encryption algorithms like XOR masks are often used.
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This concealment technique is easy and efficient, but malware can still be recognized 
by means of the decryptor code. Such a code does not vary between infections, thus it
can be used as a signature. However, self-encryption is still useful to avoid detection 
since it significantly reduces the code where the signature can be found.
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A more advanced technique is polymorphism, which consists in changing the malware 
code without changing its behavior.
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A simple polymorphism technique is inserting NOPs (NO Operation) at random 
locations inside code.
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Another technique is to insert ineffective operations, like increments and successive 
decrements of the same registers.
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A third technique is to reassign registers, for example replace EBX to EAX.
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Anomaly-based detection tries to detect malware by discriminating the “normal” 
behavior of a system from the “abnormal” one.
It works in two phases. During the learning phase, the anti-virus software records 
statistical data about what it is consider the “normal” behavior of a non-infected 
system. Then, during the detection phase, the anti-virus software uses the collected 
data to detect possible malware's behavior. Suspect programs are run inside sandboxes, 
which emulate real hardware in a controlled and isolated manner. Malware must be 
unaware to be running inside a sandbox.
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This technique can protect against new malware and polymorphic malware, but has 
some drawbacks. It is less efficient compared to signature-based detection. It gives 
significative percentages of false negatives and false positives, and it does not identify 
the detected malware.
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Moreover, malware can prevent being run inside a sandbox, or detect it at runtime by 
accessing non-emulated resources. For example, it can use instructions performed by 
the Floating Point Unit (FPU). Specific tools exist which replace normal operations with 
FPU operations. If malware detects to be running inside a sandbox, it typically stops all
malicious operations.
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Blaster (2003), also known as Lovesan, was a computer worm famous for its quick 
diffusion.
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Stuxnet (2009-2010) has been the first discovered computer worm aimed at cyber-
sabotage. Stuxnet has been developed by USA and Isreal governments to slow down 
the Iranian nuclear program, within the operation code-named “Olympic Games”. It 
could sabotage industrial control systems like nuclear plants, by making centrifuges 
spin until failure while providing “no errors” feedback. 60% of infections has been 
detected in Iran.
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Stuxnet exploited four zero-day (that is, previously unknown) vulnerabilities and two 
forged digital certificates. It self-replicated by means of 6 different infection vectors, 
including USB sticks and RPC ports.
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Stuxnet self-updated through a peer-to-peer network of infected computers. To better
conceal its presence, it injected itself in different DLLs, depending on the security 
software installed. In order to contain the epidemic within the predefined targets, 
Stuxnet remained inoffensive if it did not find an attached industrial control system. 
Nevertheless, the epidemic spread also outside Iranian nuclear plants, all over the 
world. It was programmed to self-remove on June 24, 2012.
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Mirai (“future” in Japanese) is malware that turns Linux-based Internet-of-Things 
devices (especially IP cameras and home routers) into bots of a botnet. The bots then 
received orders from a Command & Control node. Mirai has been used for the largest 
DDoS attacks in the Internet history.
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Mirai botnet works as follows:
(1) the botmaster maintains connection to the reporter server via a TOR connection. 
(2) scan results are sent to the reporter servers. 
(3) IP addresses of vulnerable IoT devices are sent to loaders. 
(4) loaders log into devices and instruct them to download the Mirai botnet malware. 
(5) the vulnerable IoT devices download and run the Mirai botnet malware
(6) IoT devices are conscripted into a Mirai botnet 
(7) The botnet maintains communication with the C&C servers which constantly change 
their IP addresses. 
Finally, the Mirai botnet army conducts a DDoS attack, primarily with TCP and UDP 
floods in (8).
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To infect other devices, Mirai performed credential stuffing with a small set of default 
credentials (e.g., admin/admin). The infected devices continuously search for other
susceptible devices, and report them to the C&C, which in turn used loader nodes to 
infect them. To conceal its presence, Mirai deleted its downloaded binary files from 
disk after infection. As a consequence, the first version of Mirai was not persistent, and 
a reboot was sufficient to clean the device. Mirai also used a random alphanumeric
string to obfuscate its process name.
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