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A General Theory of Phase Noise
In Electrical Oscillators

Ali Hajimiri, Student Member, IEEEand Thomas H. Ledylember, IEEE

Abstract—A general model is introduced which is capable  Since any oscillator is a periodically time-varying system,
of making accurate, quantitative predictions about the phase its time-varying nature must be taken into account to permit
noise of different types of electrical oscillators by acknowledging accurate modeling of phase noise. Unlike models that assume

the true periodically time-varying nature of all oscillators. This i it d i X . the ti iant model ted
new approach also elucidates several previously unknown design Inearity and ume-invariance, the ume-varant model presente

criteria for reducing close-in phase noise by identifying the mech- hefe is capable Of_pmper assessment of the eﬁ?CtS on phase
anisms by which intrinsic device noise and external noise sources noise of both stationary and even of cyclostationary noise
contribute to the total phase noise. In particular, it explains the sources.
details of how 1/f noise in a device upconverts into close-in  \gise sources in the circuit can be divided into two groups,
phase noise and identifies methods to suppress this upconversion. V. devi . d interf Th | shot d
The theory also naturally accommodates cyclostationary noise n_ame Y _eV|Ce noise and Interierence. _erma, shot, an
sources, leading to additional important design insights. The flicker noise are examples of the former, while substrate and
model reduces to previously available phase noise models assupply noise are in the latter group. This model explains
special cases. Excellent agreement among theory, simulations, ancthe exact mechanism by which spurious sources, random
measurements is observed. or deterministic, are converted into phase and amplitude
Index Terms—Jitter, oscillator noise, oscillators, oscillator sta- variations, and includes previous models as special limiting
bility, phase jitter, phase locked loops, phase noise, voltage cases.
controlled oscillators. This time-variant model makes explicit predictions of the
relationship between waveform shape andf noise upcon-
version. Contrary to widely held beliefs, it will be shown
|. INTRODUCTION that thel/f? corner in the phase noise spectrumsinaller

HE recent exponential growth in wireless communicatioff@n 1/.f noise corner of the oscillator's components by a
has increased the demand for more available channeld@ftor determined by the symmetry properties of the waveform.

mobile communication applications. In turn, this demand hdd!iS resultis particularly important in CMOS RF applications

imposed more stringent requirements on the phase noiseP§Fause it shows that the effect of inferibf/ device noise
local oscillators. Even in the digital world, phase noise in tHegAn be reduced by proper design. -
guise of jitter is important. Clock jitter directly affects timing S€ction Il is a brief introduction to some of the existing
margins and hence limits system performance. phase noise models. Section Ill introduces the time-variant
Phase and frequency fluctuations have therefore been de! through an impulse response approach for the excess
subject of numerous studies [1]-[9]. Although many mode@?‘se of an oscillator. It als'o shows the mechanism by' which
have been developed for different types of oscillators, eaBRIS€ at different frequencies can become phase noise and
of these models makes restrictive assumptions applicable offfPresses with a simple relation the sideband power due to
to a limited class of oscillators. Most of these models afd) arbitrary source (random or deterministic). It continues
based on a linear time invariant (LTI) system assumptid’ﬁ'th e>§pla|n|ng how t_h|s approgch naturally lends |t§elf to the
and suffer from not considering the compiete mechanism B{)alyss of cyclostationary noise sources. It also |r)troduces
which electrical noise sources, such as device noise, becofngeéneral method to calculate the total phase noise of an
phase noise. In particular, they take an empirical approach%c'"at‘?r with multiple nodes anq multiple noise sources,_and
describing the upconversion of low frequency noise sourc&9W this method can help designers to spot the dominant
such asl/f noise, into close-in phase noise. These modei§Urce of phase noise degradation in the circuit. It concludes
are also reduced-order models and are therefore incapabld/Bf @ demonstration of how the presented model reduces
making accurate predictions about phase noise in long riffyy €XiSting models as special cases. Section IV gives new

oscillators, or in oscillators that contain essential singularitied€Si9n implications arising from this theory in the form of
such as delay elements. guidelines for low phase noise design. Section V concludes

with experimental results supporting the theory.
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L Aw Fig. 2. A typical RLC oscillator.

Fig. 1. Typical plot of the phase noise of an oscillator versus offset from

carrier. The semi-empirical model proposed in [1]-[3], known also
as the Leeson—Cutler phase noise model, is based on an LTI
assumption for tuned tank oscillators. It predicts the following

wo is the frequency, ang is an arbitrary, fixed phase refer-behavior for L{Aw}:

ence. Therefore, the spectrum of an ideal oscillator with no

random fluctuations is a pair of impulsestaty,. In a practical 2FET wo ’
oscillator, however, the output is more generally given by L{Aw} = 10-log P, 1+ <2QLAw>
A 3
Vs 8) = Q) ot + 900 ® (4524 )} “

where ¢(¢) and A(¢) are now functions of time ang is a
periodic function with period 2. As a consequence of the
fluctuations represented bj(¢) and A(t), the spectrum of a

where F' is an empirical parameter (often called the “device
excess noise number’}; is Boltzmann’s constant]” is the
at%solute temperaturd?; is the average power dissipated in

practical oscillator has sidebands close to the frequencytﬂe resistive part of the tanky, is the oscillation frequency,

oscillation, wy. . . . .
There areomany ways of quantifying these fluctuations %L 1S th? effective quality factor of the tank with all the
comprehensive review of different standards and measurem]ger?tdmgs in place (also I;novyn as loaded, Aw is the offset
S . : . . rom the carrier andAw is the frequency of the corner
methods is given in [4]). A signal’s short-term instabilities are 5 Ly ) )
usually characterized in terms of the single sideband noidgWeen thé/f*and1//= regions, as shown in the sideband

spectral density. It has units of decibels below the carrier pectrum of Fig. 1. The behavior in thg f? region can be
hertz (dBc/Hz) and is defined as obtained by applying a transfer function approach as follows.

The impedance of a parallel RLC, fdkw < wyg, is easily

calculated to be
7)sideband((*do + Aw, 1 HZ)

Liotar{Aw} =10 - log (2 ) )

7) .
carrier Z(wo —"_ Aw) % . (4)
GLo14 jag, 2%

where Fiigeband(wo + Aw, 1 Hz) represents the single side- wo

band power at a frequency offsetAfv from the carrier with a ) .

measurement bandwidth of 1 Hz. Note that the above definiti§fiere Gr is the parallel parasitic conductance of the tank.

includes the effect of both amplitude and phase fluctuatiofzdr Steady-state oscillation, the equatién, K, = 1 should

A(t) and ¢(¢). be satisfied. Therefore, for a parallel current source, the closed-
The advantage of this parameter is its ease of measurem&fp transfer function of the oscillator shown in Fig. 2 is given

Its disadvantage is that it shows the sum of both amplitude aP the imaginary part of the impedance

phase variations; it does not show them separately. However, it

is important to know the amplitude and phase noise separately H(Aw) = Vout (wo + Aw) = —j 1 LW (5)

because they behave differently in the circuit. For instance, din(wo + Aw) Gr 2QrAw

the effect of amplitude noise is reduced by amplitude limiting

mechanism and can be practically eliminated by the applica-The total equivalent parallel resistance of the tank has an

tion of a limiter to the output signal, while the phase noisequivalent mean square noise current densityi2ofAf =

cannot be reduced in the same manner. Therefore, in més¥'G . In addition, active device noise usually contributes

applications,Lota1{ Aw} is dominated by its phase portion,a significant portion of the total noise in the oscillator. It is

Lphase{Aw}, known as phase noise, which we will simplytraditional to combine all the noise sources into one effective

denote asC{Aw}. noise source, expressed in terms of the resistor noise with
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a multiplicative factor,F’, known as the device excess noise (@) (b)

number. The equivalent mean square noise current density can
therefore be expressed &5 A f = 4FkTG .. Unfortunately,
it is generally difficult to calculatd’ a priori. One important
reason is that much of the noise in a practical oscillator
arises from periodically varying processes and is therefore b
cyclostationary. Hence, as mentioned in [3],and wf/f are
usually used as posteriori fitting parameters on measured
a
data. v
Using the above effective noise current power, the phase
noise in thel/f? region of the spectrum can be calculated as 0

Limit Cycle

dv
dr

vi u
L{Aw} =10-log =

Usig

~10 - log [% |H(Aw)|? E/Af] Fig. 4. (a) Impulse injected at the peak, (b) impulse injected at the zero

1 y2 crossing, and (c) effect of nonlinearity on amplitude and phase of the oscillator
2 " Ymax

in state-space.
QFET [ wo \° ©)
P, 2QAw )

Note that the factor of 1/2 arises from neglecting the con-
tribution of amplitude noise. Although the expression for thR  |mpulse Response Model for Excess Phase
noise in thel/ 2 region is thus easily obtained, the expression
for the1/f? portion of the phase noise is completely empirical
As such, the common assumption that theg® corner of the
phase noise is the same as thgf corner of device flicker

=10"-log

I1l. M ODELING OF PHASE NOISE

An oscillator can be modeled as a system withinputs
{'each associated with one noise source) and two outputs
that are the instantaneous amplitude and excess phase of the
noise has no theoretical basis. oscillator, A(t) and¢(t), as defined by (1). Noise inputs to this

The above approach may be extended by identifying tﬁgstem are in the form of cu_rrent sources uyecyng into circuit
L i . . > nodes and voltage sources in series with circuit branches. For
individual noise sources in the tuned tank oscillator of Fig. g

[8. An LTI approach is used and there is an embeddeec?Ch input source, both systems can be viewed as single-
) input, single-output systems. The time and frequency-domain

assumption of no amplitude limiting, contrary to most practiczﬁl . : .
. . . . fluctuations ofA(¢) and¢(t) can be studied by characterizin
cases. For the RLC circuit of Fig. 2, [8] predicts the followmgt'he behavior of(tvzlo eq(l/ji(vzsllent systems shozvn in Fig. 3, 9
KT - Reg[l+ Al - (ﬁ)2 Note that both systems shown in Fig. 3 are time variant.
V2 72 (") consider the specific example of an ideal pardll@loscillator
e shown in Fig. 4. If we inject a current impulgé) as shown,
where A is yet another empirical fitting parameter, alRdy the amplitude and phase of the oscillator will have responses

L{Aw} =10-log

is the effective series resistance, given by similar to that shown in Fig. 4(a) and (b). The instantaneous
1 g voltage changeAV is given by
Reﬂ—RL+RC+W (8) Aq
AV = 9)
where Ry, R¢, Rp, andC are shown in Fig. 2. Note that it Chot

is still not clear how to calculatel from circuit parameters. where Aq is the total injected charge due to the current
Hence, this approach represents no fundamental improvemiempulse andC.; is the total capacitance at that node. Note
over the method outlined in [3]. that the current impulse will change only the voltage across the
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Colpitts LC Oscillator
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0.4 0.05
— + +
4 g & 003 o
I 02 o &
© + +
¥ ¥
< J: 0.01 o
2 0.0 # o
a + o+
o4 = ++++ -0.01 o
A4p + +
0.8 ) A #
8 r -0.03]
3 +++*+ ++++
321 04t . . , -0.05t - - . .
o 0.8u -100p -50p O 50p 100p  -10f -5f 0 5f  10f
TG
@ ®) Injected Charge (coulombs) Injected Charge (coulombs)

Fig. 5. (@) A typical Colpitts oscillator and (b) a five-stage minimum size @ ()
ring oscillator. Fig. 6. Phase shift versus injected charge for oscillators of Fig. 5(a) and (b).

capacitor and will not affect the current through the inductoghere it has the maximum effect on phase. As can be seen, the
It can be seen from Fig. 4 that the resultant changé(ir) and  cyrrent-phase relation is linear for values of charge up to 10%
¢(t) is time dependent. In particular, if the impulse is appliegf the total charge on the effective capacitance of the node
at the peak of the voltage across the capacitor, there will be gojnterest. Also note that the effective injected charges due
phase shift and only an amplitude change will result, as shoy§ actual noise and interference sources in practical circuits
in Fig. 4(a). On the other hand, if this impulse is applied at thge several orders of magnitude smaller than the amounts of
zero crossing, it has the maximum effect on the excess phag@rge injected in Fig. 6. Thus, the assumption of linearity is
¢(t) and the minimum effect on the amplitude, as depicted {je|| satisfied in all practical oscillators.
Fig. 4(b). This time dependence can also be observed in thet js critical to note that the current-to-phase transfer func-
state-space trajectory shown in Fig. 4(c). Applying an impul$gyn is practically linear even though the active elements may
at the peak is equivalent to a sudden jump in voltage at pojjve strongly nonlinear voltage-current behavior. However,
a, which results in no phase change and changes only #@ nonlinearity of the circuit elements defines the shape of
amplitude, while applying an impulse at poibtresults only the imit cycle and has an important influence on phase noise
in a phase change without affecting the amplitude. An impulggat will be accounted for shortly.
applied sometime between these two extremes will result imwe have thus far demonstrated linearity, with the amount
both amplitude and phase changes. of excess phase proportional to the ratio of the injected charge
There is an important difference between the phase agflthe maximum charge swing across the capacitor on the
amplitude responses of any real oscillator, because SORWje, i.e.,Aq/qmax. Furthermore, as discussed earlier, the
form of amplitude limiting mechanism is essential for stablgnpulse response for the first system of Fig. 3 is a step whose
oscillatory action. The effect of this limiting mechanism i%lmplitude depends periodically on the timevhen the impulse

pictured as a closed trajectory in the state-space portraitigfinjected. Therefore, the unit impulse response for excess
the oscillator shown in Fig. 4(c). The system state will finallphase can be expressed as

approach this trajectory, called a limit cycle, irrespective of
its starting point [10]-[12]. Both an explicit automatic gain holt, 7) = I'(wor)
control (AGC) and the intrinsic nonlinearity of the devices ’ Jmax

act similarly to produce a stable limit cycle. However, an here g.ay is the maximum charge displacement across the
fluctuation in the phase of the oscillation persists indeﬁnitelXapacitor on the node andt) is the unit step. We call'()
Wr']th a curr(ra]nt nqs'(:a_ |m3;‘)L:I§e_resu|t|ng Ina stehp changgl {Re impulse sensitivity functioflSF). It is a dimensionless,
phase, as shownin F1g. . tis important to_notet at regard ef?é‘quency— and amplitude-independent periodic function with
of how small the injected charge, the oscillator remains t'mp?eriod 2r which describes how much phase shift results from

variant. %plying a unit impulse at time¢ = 7. To illustrate its

w(t—7) (10)

Having ?s':tgblgshed the esientlarl] tlmﬁ-varlant kr;ature Ofth nificance, the ISF’s together with the oscillation waveforms
systems of Fig. 3, we now show that they may be treated gg typical LC and ring oscillator are shown in Fig. 7. As is

linear for all practical purposes, so that their impulse responsgs in in the AppendixI'(z) is a function of the waveform

ho(t, T).and hA(t’ 7) will.characterize them comp[etely. ._or, equivalently, the shape of the limit cycle which, in turn, is
The linearity assumption can be verified by injecting im

governed by the nonlinearity and the topology of the oscillator.
pulses with different areas (charges) and measuring the resgquiven thg ISE. the outpu% excess pf?df{e?il:an be calcu-

tant phase change. This is done in the SPICE simulationsl&fed using the superposition integral
the 62-MHz Colpitts oscillator shown in Fig. 5(a) and the five-

stage 1.01-GHz, 0.8m CMOS inverter chain ring oscillator eo . 1
shown in Fig. 5(b). The results are shown in Fig. 6(a) and (b) (t) = / he(t, T)i(r) dr =

t
. / D(wor)i(7) dr
respectively. The impulse is applied close to a zero crossing, - B (11)
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. . . . . Fig. 8. Conversion of the noise around integer multiples of the oscillation
wherei(t) represents the input noise current injected into tl}ggquency into phase noise. 9 P

node of interest. Since the ISF is periodic, it can be expanded
in a Fourier series

consists of two impulses at(wo + Aw) as shown in Fig. 8.
(12)  This time the only integral in (13) which will have a low
frequency argument is fat = 1. Thereforep(¢) is given by

T(wor) = 5 + nz_:l ¢n cos(nwor + 6,)
where the coefficients,, are real-valued coefficients, art Ler sin(Awt)
is the phase of thexth harmonic. As will be seen later, P(t) m» 2T
¢, is not important for random input noise and is thus _ _ _ _
neglected here. Using the above expansionlfasy7) in the Wwhich again results in two equal sidebandstafw in Sy (w).

superposition integral, and exchanging the order of summatiorMore generally, (13) suggests that applying a curient=
and integration, we obtain I,, cos[(nwo + Aw)t] close to any integer multiple of the

. oscillation frequency will result in two equal sidebands at
o(t) = : 1 lc_; / i(r)dr +Aw in S4(w). Hence, in the general casgét) is given by
o0 t
+ Z cn/ (1) cos(nwoT) d’/‘]. (13)
n=1 -

16
2(]1nawa ( )

_ ey sin(Awt)

¢(t) ~ 17)

2 (Jmax Aw

B. Phase-to-Voltage Transformation

Equation (13) allows computation ¢{¢) for an arbitrary input  So far, we have presented a method for determining how
currenti(¢) injected into any circuit node, once the variougnuch phase error results from a given currénj using (13).
Fourier coefficients of the ISF have been found. Computing the power spectral density (PSD) of the oscillator
As an illustrative special case, suppose that we inject a Igtput voltageS,,(w) requires knowledge of how the output
frequency sinusoidal perturbation curréft) into the node of yoltage relates to the excess phase variations. As shown in
interest at a frequency dhw < wy Fig. 8, the conversion of device noise current to output voltage
i(t) = Iy cos(Awt) (14) May _be treated as the resu_lt of a cascao_le of two processes.
The first corresponds to a linear time variant (LTV) current-
where I is the maximum amplitude of(¢). The arguments to-phase converter discussed above, while the second is a
of all the integrals in (13) are at frequencies higher thgn nonlinear system that represents a phase modulation (PM),
and are significantly attenuated by the averaging nature wiiich transforms phase to voltage. To obtain the sideband
the integration, except the term arising from the first integrglower around the fundamental frequency, the fundamental
which involvesc,. Therefore, the only significant term i(t) harmonic of the oscillator outpubs|wot + ¢(¢)] can be used

will be as the transfer function for the second system in Fig. 8. Note
Ioco [t Iyco sin(Awt) this is a nonlinear transfer function with(t) as the input.
P(t) ~ % / cos(Awr)dr = TN (15)  substitutings(t) from (17) into (1) results in a single-tone

_ . . phase modulation for output voltage, wittit) given by (17).
As a result, there will be two impulses #Aw in the power Therefore, an injected current atu, + Aw results in a pair

spectral density of(t), denoted asSy(w). of equalsidebands at, & Aw with a sideband power relative
As an important second special case, consider a current & &he carrier given by

frequency close to the carrier injected into the node of interest,
given byi(t) = I1 cos[(wo + Aw)t]. A process similar to that
of the previous case occurs except that the spectrurizpf

LIncy

— ). 18
4QmaXAw ) ( )

PSBc(Aw) =10- IOg <



184 IEEE JOURNAL OF SOLID-STATE CIRCUITS, VOL. 33, NO. 2, FEBRUARY 1998

Low Frequency Current Injection Injection Close to fp 5-Stage Ring Oscillator Sideband Power
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) . . L Fig. 10. Simulated and calculated sideband powers for the first ten coeffi-
Fig. 9. Simulated power spectrum of the output with current injection at (ajents.

fm = 50 MHz and (b) fo + fm = 1.06 GHz.

This process is shown in Fig. 8. Appearance of the frequen@yg) The ISF for this oscillator is obtained by the simulation

deviationAw in the denominator of the (18) underscores thghethod of the Appendix. Her@p,., is equal toCe,Vaying,

the impulse response (¢, 7) is a step function and thereforeynere ¢, is the average capacitance on each node of the

behaves as a time-varying integrator. We will frequently reffycuit and Viwing IS the maximum swing across it. For this

to (18) in subsequent sections. oscillator, Ceq = 26 fF and Viying = 5 V, which results in
Applying this method of analysis to an arbitrary oscillator,  — 130 fC. For a sinusoidal injected current of amplitude

a sinusoidal current injected into one of the oscillator nodgs — 19 ;A, and anf,, of 50 MHz, Fig. 10 depicts the

at a frequencyw, + Aw results in two equal sidebands akjmylated and predicted sideband powers. As can be seen

wo + Aw, as observed in [9]. Note that it is necessary to U$gom the figure, these agree to within 1 dB for the higher

an LTV because an LTI model cannot explain the presenceﬁgwer sidebands. The discrepancy in the case of the low

a pair of equal sidebands close to the carrier arising fropdwer sidebandsn(= 4,6-9) arises from numerical noise in

sources at frequencieswo + Aw, because an LTI systemthe simulations, which represents a greater fractional error at

cannot produce any frequencies except those of the input aggler sideband power. Overall, there is satisfactory agreement

those associated with the system’s poles. Furthermore, Hig&ween simulation and the theory of conversion of noise from
amplitude of the resulting sidebands, as well as their equalifarious frequencies into phase fluctuations.

cannot be predicted by conventional intermodulation effects.

This failure is to be expected since the intermodulation terms o ) )

arise from nonlinearity in the voltage (or current) input/outp¢- Prediction of Phase Noise Sideband Power

characteristic of active devices of the forfi,, = o Vip + Now we consider the case ofrandomnoise current,,(¢)

a2 V2 +asVa+- - .. This type of nonlinearity does not directlywhose power spectral density has both a flat region ahgfa

appear in the phase transfer characteristic and shows itself omdgion, as shown in Fig. 11. As can be seen from (18) and the

indirectly in the ISF. foregoing discussion, noise components located near integer
It is instructive to compare the predictions of (18) withmultiples of the oscillation frequency are transformed to low

simulation results. A sinusoidal current of L& amplitude at frequency noise sidebands 8, (w), which in turn become

different frequencies was injected into node 1 of the 1.01-GHiose-in phase noise in the spectrumspfw), as illustrated in

ring oscillator of Fig. 5(b). Fig. 9(a) shows the simulatetig. 11. It can be seen that the tof)(w) is given by the sum

power spectrum of the signal on node 4 for a low frequen@f phase noise contributions from device noise in the vicinity

input at f,,, = 50 MHz. This power spectrum is obtained usingf the integer multiples of.y, weighted by the coefficients

the fast Fourier transform (FFT) analysis in HSPICE 96.1. #,. This is shown in Fig. 12(a) (logarithmic frequency scale).

is noteworthy that in this version of HSPICE the simulatioihe resulting single sideband spectral noise derfs{gxw} is

artifacts observed in [9] have been properly eliminated Iplotted on a logarithmic scale in Fig. 12(b). The sidebands in

calculation of the values used in the analysis at the exahe spectrum of,(w), in turn, result in phase noise sidebands

points of interest. Note that the injected noise is upconvertgdthe spectrum of5,(w) through the PM mechanism discuss

into two equal sidebands ¢ + f,, and fo — f.., as predicted in the previous subsection. This process is shown in Figs. 11

by (18). Fig. 9(b) shows the effect of injection of a current and 12.

fo+fm = 1.06 GHz. Again, two equal sidebands are observed The theory predicts the existence bff3, 1/f2, and flat

at fo + f» and fo — [, also as predicted by (18). regions for the phase noise spectrum. The low-frequency noise
Simulated sideband power for the general case of currestturces, such as flicker noise, are weighted by the coefficient

injection atnfy + f,» can be compared to the predictions of, and show d/f* dependence on the offset frequency, while
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Fig. 11. Conversion of noise to phase fluctuations and phase-noise side-

bands. Fig. 12. (a) PSD of¢(t) and (b) single sideband phase noise power
spectrum,L{Aw}.

the white noise terms are weighted by othegr coefficients ) )

and give rise to tha /f? region of phase noise spectrum. It i©bvious from the foregoing development that thef* corner
apparent that if the original noise curreit) contains1/f» Of the phase noise and thkf f/ comer of the device noise
low frequency noise terms, such as popcorn noise, they c§i_}puld b_e coincident, as is commonly assum_ed. Ir_l fact, from
appear in the phase noise spectruni 482 regions. Finally, Fig. 12, it should b_e apparent that the relatl_o_nshlp between
the flat noise floor in Fig. 12(b) arises from the white nois#€se two frequencies depends on the specific values of the
floor of the noise sources in the oscillator. The total sideba@rious coefficients:,. The device noise in the flicker noise
noise power is the sum of these two as shown by the bold lif@minated portion of the noise spectrumw < wy/;) can

in the same figure. be described by
To carry out a quantitative analysis of the phase noise - W
sideband power, now consider an input noise current with a %01/ = 02 —Alg (Aw < wyyy) (22)

white power spectral densit /Af. Note thatl, in (18)

represents the peak amplitude, hendg/2 = @7 /Af for ypere wy/s is the comer frequency of device/f noise.

Af =1 Hz. Based on the foregoing development and (18qation (22) together with (18) result in the following
the total single sideband phase noise spectral density in d&,ression for phase noise in thgf3 portion of the phase
below the carrier per unit bandwidth due to the source on ofgise spectrum:

node at an offset frequency &w is given by

2, g B/Af wyy
_n Awl =10-log . . . 23
Af z_:ocn ['{ CU} 108 < 12nax ]. ACUQ Aw ( )
[,{A(,U} =10- IOg w . (19)
The phase noisg/ f? corner,w /s, is the frequency where
the sideband power due to the white noise given by (21) is
Now, according to Parseval’s relation we have equal to the sideband power arising from thef noise given
oo o by (23), as shown in Fig. 12. Solving far, 4= results in the
Z 2 = 1 / ID(z)[? do = 212 (20) following expression for thel/f2 corner in the phase noise
= T . spectrum:
whereT,,, is the rms value of'(z). As a result 9 2
_ 9 =Y 24)
]‘_‘31115 E/Af w:L/fS B wl/f 21—?1115 - WI/f <cl> ' (
L{Aw} =10-log AN (21)

This equation together with (21) describe the phase noise
This equation represents the phase noise spectrum of spectrum and are the major results of this section. As can
arbitrary oscillator inl / £ region of the phase noise spectrumbe seen, thel/f2 phase noise corner due to internal noise
For a voltage noise source in series with an inducigy,,. sources is not equal to the/f device noise corner, but is
should be replaced WithP,,.x = Llsying, Where ®,,., smallerby a factor equal ta:3/2l',,,:. As will be discussed
represents the maximum magnetic flux swing in the inductdater, ¢, depends on the waveform and can be significantly

We may now investigate quantitatively the relationshipeduced if certain symmetry properties exist in the waveform
between the devica/f corner and thel/f* corner of the of the oscillation. Thus, poat/f device noise needotimply
phase noise. It is important to note that it is by no meam®or close-in phase noise performance.
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Fig. 13. Collector voltage and collector current of the Colpitts oscillator of
Fig. 5(a).
used in all subsequent calculations, in particular, calculation
of the coefficientse,,.

Note that there is a strong correlation between the cyclosta-
tionary noise source and the waveform of the oscillator. The

In addition to the periodically time-varying nature of the@naximum of the noise power always appears at a certain point
SyStem itSElf, another Complication is that the statistical Propf the osci"atory waveform, thus the average of the noise may
erties of some of the random noise sources in the oscillaigst be a good representation of the noise power.
may change with time in a periodic manner. These sources argonsider as one example the Colpitts oscillator of Fig. 5(a).
referred to as cyclostationary. For instance, the channel noigg collector voltage and the collector current of the transistor
of a MOS device in an oscillator is cyclostationary because thge shown in Fig. 13. Note that the collector current consists
noise power is modulated by the gate source overdrive whigha short period of large current followed by a quiet interval.
varies with time periodically. There are other noise Sourcg$e surge of current occurs at the minimum of the voltage
in the circuit whose statistical properties do not depend @ross the tank where the ISF is small. Functibfs), «(z),
time and the operation point of the circuit, and are therefopgd1.; () for this oscillator are shown in Fig. 14. Note that,
called stationary. Thermal noise of a resistor is an examplejafthis case'.z(z) is quite different from'(x), and hence

D. Cyclostationary Noise Sources

a stationary noise source. the effect of cyclostationarity is very significant for the
A white cyclostationary noise currenf(t) can be decom- oscillator and cannot be neglected.
posed as [13]: The situation is different in the case of the ring oscillator
. . of Fig. 5(b), because the devices have maximum current
in(t) = ino(t) - a(wot) (25) 9. 5(b)

during the transition (whei'(x) is at a maximum, i.e., the

where i, (t) is a white cyclostationary process,o(t) is a sensit.ivity is large) at the same time the n_oise power is large.
white stationaryprocess and:(wt) is a deterministic periodic FunctionsI'(x), a(x), and I'est(x) for the ring oscillator of
function describing the noise amplitude modulation. We defifidd- 5(b) are shown in Fig. 15. Note that in the case of the
a(wt) to be a normalized function with a maximum value ofing oscillator I'(z) and T'egr(x) are almost identical. This
1. This way,i2,o is equal to the maximum mean square noi§@dlca_1tes that the cyclostationary properties of thg noise are
power,i2(t), which changes periodically with time. Applyingless important in the treatment of the phase noise of ring

the above expression fay, () to (11), ¢(t) is given by oscilla_tors. Th?s unfort_unate coincidence_ is one of the reasons
why ring oscillators in general have inferior phase noise
(1) = ¢ in(7) [(woT) dr performance compared to a Colpitt€ oscillator. The other
I A (max important reason is that ring oscillators dissipate all the stored
t energy during one cycle.
r
_ / ino(7) 7"‘(”0? o) 4 (2)

E. Predicting Output Phase Noise with Multiple Noise Sources
As can be seen, the cyclostationary noise can be treated

a stationary noise applied to a system with an effective |
given by

& he method of analysis outlined so far has been used to

Sd?edict how much phase noise is contributed by a single noise

source. However, this method may be extended to multiple

Teg(z) = I(z) - alz) (27) hoise sources and multiple nodes, as individual contributions

by the various noise sources may be combined by exploiting

wherea(z) can be derived easily from device noise charactesuperposition. Superposition holds because the first system of
istics and operating point. Hence, this effective ISF should Ibég. 8 is linear.



HAJIMIRI AND LEE: GENERAL THEORY OF PHASE NOISE IN ELECTRICAL OSCILLATORS 187

1.0 — In particular, consider the model f&C oscillators in [3], as
T well as the more comprehensive presentation of [8]. Those
f ' o models assume linear time-invariance, that all noise sources
\ are stationary, that only the noise in the vicinity ©f is

important, and that the noise-free waveform is a perfect
sinusoid. These assumptions are equivalent to discarding all
but thec; term in the ISF and setting; = 1. As a specific
example, consider the oscillator of Fig. 2. The phase noise
due solely to the tank parallel resist&;, can be found by
applying the following to (19):

",

0.5

0.0 Joammmezzzes

-0.5¢ re/f(x) =T'(x) - a(x)

- . . , — 4kT
00 20 4.0 6.0 i2/Af = T
x (radians) P

Gmax = C- ‘/max (28)

Fig. 15. I'(z), I'ew(x), anda(x) for the ring oscillator of Fig. 5(b).
whereR,, is the parallel resistor is the tank capacitor, and
Vinax 1S the maximum voltage swing across the tank. Equation

The actual method of combining the individual contribution§L9) reduces to
requires attention to any possible correlations that may exist 11 kT 1 wo \2
among the noise sources. The complete method for doing §gAwt = 10-log 2 V2R, (Cw)? (E) - (29)

may be appreciated by noting that an oscillator has a current e

noise source in parallel with each capacitor and a voltage nor@ce [8] assumes equal contributions from amplitude and
source in series with each inductor. The phase noise in fH@ase portions te..{Aw}, the result obtained in [8] is

output of such an oscillator is calculated using the followinfjv0 times larger than the result of (29).
method. Assuming that the total noise contribution in a parallel tank

. . : : -oscillator can be modeled using an excess noise factais
1) Find the equivalent current noise source in parallel withe! . )
each capacitor and an equivalent voltage source in setjigs[a]’ I(_ZQQ togetherhW|th (2‘? Jeﬁu“ n (6). t,:lIOte fthalt tTet'
with each inductor, keeping track of correlated an eneralized approach presented nere 1s Cgpa.e ot cajculating
the fitting parameters used in (3} @nd Awl/f) in terms of

noncorrelated portions of the noise sources for use A : .
later steps. cn, coefficients of ISF and devicg/ f noise cornerw, ;.

2) Find the transfer characteristic from each source to the
output excess phase. This can be done as follows. IV. DESIGN IMPLICATIONS

a) Find the ISF for each source, using any of the Several design implications emerge from (18), (21), and (24)
methods proposed in the Appendix, depending dhat offer important insight for reduction of phase noise in the
the required accuracy and simplicity. oscillators. First, they show that increasing the signal charge

b) FindI'.ms andcy (rms and dc values) of the ISF. displacement,,., across the capacitor will reduce the phase

3) Usel,.. andc, coefficients and the power spectrum Ofwoise degradation by a given noise source, as has been noted

the input noise sources in (21) and (23) to find the phalik Previous works [5], [6]. . _
noise power resulting from each source. In addition, the noise power around integer multiples of the

4) Sum the individual output phase noise powers for uncdescillation frequency has a more significant effect on the close-

related sources and square the sum of phase noise jhehase noise than at other frequencies, because these noise
values for correlated sources to obtain the total noi§@MPONeNts appear as phase noise sidebands in the vicinity
power below the carrier. of the oscillation frequency, as described by (18). Since the

c?]ntributions of these noise components are scaled by the

Note that the amount of phase noise contributed by ealc—:ourier series coefficients, of the ISF, the designer should

noise source depends only on the value of the noise power L ; . : A
Lo : seek to minimize spurious interference in the vicinitynaf,
densityi2 /A f, the amount of charge swing across the effe¢- .
or values ofn such thatc,, is large.

t|ve. capacnor It s injecting mtogma_x, and the stgady—state ._Criteria for the reduction of phase noise in tt],éf?’ region
oscillation waveform across the noise source of interest. This . 4
fe suggested by (24), which shows that thg> corner of

observation is important since it allows us to attribute a defini o . -~
L X .The phase noise is proportional to the square of the coefficient
contribution from every noise source to the overall phase noise. : . : )
Recalling thatcy is twice the dc value of the (effective)

Hence, our treatment is both an analysis and design tocéi: function. namel
enabling designers to identify the significant contributors to ' y

phase noise. 1 [
co=2 / Pus(z) da (30)
T Jo
F. Existing Models as Simplified Cases it is clear that it is desirable to minimize the dc value of

As asserted earlier, the model proposed here reducesthte ISF. As shown in the Appendix, the value af is
earlier models if the same simplifying assumptions are madgosely related to certain symmetry properties of the oscillation
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oscillator. In the second experiment, the same source is applied
to the asymmetric node. As can be seen from the power
spectra of the figure, noise injected into the asymmetric
node results in sidebands that are 12 dB larger than at the
symmetric node.

Note that (30) suggests that upconversion of low frequency
noise can be significantly reduced, perhaps even eliminated,
by minimizing ¢q, at least in principle. Sincep depends
- 0 o0 on _the waveform, this 0b§ervat_ion _implie_zs that a proper
X (radians) ' choice of waveform may yield significant improvements in
close-in phase noise. The following experiment explores this
€oncept by changing the ratio oF, to W,, over some range,
while injecting 104A of sinusoidal current at 100 MHz into
one node. The sideband power below carrier as a function
) of the W, to W, ratio is shown in Fig. 18. The SPICE-
waveform. One such property concerns the rise and f@llnjated sideband power is shown with plus symbols and
times; the ISF will have a large dc value if the rise anghe sigeband power as predicted by (18) is shown by the
fall times of the waveform are significantly different. Agglig line. As can be seen, close-in phase noise due to
limited case of this for odd-symmetric waveforms has begpconversion of low-frequency noise can be suppressed by
observed [14]. Although odd-symmetric waveforms have smalf, arpitrary factor, at least in principle. It is important to note,
co coefficients, the class of waveforms with smajlis not phowever, that the minimum does not necessarily correspond to
limited to odd-symmetric waveforms. equal transconductance ratios, since other waveform properties

To illustrate the effect of a rise and fall time asymmetryinfluence the value ofy. In fact, the optimuni¥v,, to W, ratio
consider a purposeful imbalance of pull-up and pull-dowip this particular example is seen to differ considerably from
rates in one of the inverters in the ring oscillator of Flg 5(b}hat used in conventional ring oscillator designs_

This is obtained by halving the channel widil,, of the  The importance of symmetry might lead one to conclude
NMOS device and doubling the widthV;, of the PMOS that differential signaling would minimizey. Unfortunately,
device of one inverter in the ring. The output wavefornyhile differential circuits are certainly symmetrical with re-
and corresponding ISF are shown in Fig. 16(a) and (b). Apect to the desired signals, the differential symmetis
can be seen, the ISF has a large dc value. For compaippearsfor the individual noise sources because they are
son, the waveform and ISF at the output of a symmetricéidependent of each other. Hence, it is the symmetry of
inverter elsewhere in the ring are shown in Fig. 16(c) anghchhalf-circuit that is important, as is demonstrated in the
(d). From these results, it can be inferred that the closedifferential ring oscillator of Fig. 19. A sinusoidal current of
phase noise due to low-frequency noise sources should 18 A at 50 MHz injected at the drain node of one of
smaller for the symmetrical output than for the asymmetrictéile buffer stages results in two equal sidebanddf dB
one. To investigate this assertion, the results of two SPIGlow carrier, in the power spectrum of the differential output.
simulations are shown in Fig. 17. In the first simulatiorBecause of the voltage dependent conductance of the load
a sinusoidal current source of amplitude A8 at f,, = devices, the individual waveform on each output node is not
50 MHz is applied to one of the symmetric nodes of théully symmetrical and consequently, there will be a large

Node Voltage (Volt)

Fig. 16. (a) Waveform and (b) ISF for the asymmetrical node. (c) Wavefor
and (d) ISF for one of the symmetrical nodes.
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amines the linearity of current-to-phase conversion using a
five-stage, 5.4-MHz ring oscillator constructed with ordinary
CMOS inverters. A sinusoidal current is injected at frequencies
fm = 100 kHz, fo + fn = 5.5 MHz, 2fo + f. = 10.9
MHz, and3fy + f,» = 16.3 MHz, and the sideband powers
at fo + fn are measured as the magnitude of the injected
current is varied. At any amplitude of injected current, the
sidebands are equal in amplitude to within the accuracy of
the measurement setup (0.2 dB), in complete accordance with
the theory. These sideband powers are plotted versus the
input injected current in Fig. 20. As can be seen, the transfer
function for the input current power to the output sideband
power is linear as suggested by (18). The slope of the best
fit line is 19.8 dB/decade, which is very close to the predicted
slope of 20 dB/decade, since excess plyasgis proportional
upconversion of noise to close-in phase noise, even thoughi(?), and hence the sideband power is proportionalp
differential signaling is used. Igadmg to a 20—dB/decaQe s!ope. The behavior ;hpwn in
Since the asymmetry is due to the voltage dependent c&rﬂg- 20 verifies that the I|near!ty of (18) holds for .|njecte.d
ductance of the load, reduction of the upconversion might iUt currents orders of magnitude larger than typical noise
achieved through the use of a perfectly linear resistive loggHr"ents. _ _
because the rising and falling behavior is governed by anThe second experiment varies the frequency offset from
RC time constant and makes the individual waveforms mof@ intéger multiple of the oscillation frequency. An input
symmetrical. It was first observed in the context of suppf§inusoidal current source of 20A (rms) at f, fo + fm,
noise rejection [15], [16] that using more linear loads ca#/o +./m: @nd3 o+ f, is applied to one node and the output
reduce the effect of supply noise on timing jitter. Our treatmelt measured at another node. The sideband power is plotted
shows that it also improves low-frequency noise upconversidfrsus/f, in Fig. 21. Note that the slope in all four cases is
into phase noise. —20 dB/decade, again in complete accordance with (18).
Another symmetry-related property is duty cycle. Since the The third experiment aims at verifying the effect of the
ISF is waveform-dependent, the duty cycle of a waveforgpefficientsc, on the sideband power. One of the predictions
is linked to the duty cycle of the ISF. Non-50% duty cycle§f the theory is thatc, is responsible for the upconver-
generally result in largee,, for evenn. The high¢) tank of sion of low frequency noise. As mentioned beforg, is
anLC oscillator is helpful in this context, since a highwill @ strong function of waveform symmetry at the node into
produce a more symmetric waveform and hence reduce WBlCh the current is injeCted. Noise injeCted into a node with
upconversion of |0w-frequency noise. an asymmetric waveform (Created by making one inverter
asymmetric in a ring oscillator) would result in a greater
increase in sideband power than injection into nodes with
more symmetric waveforms. Fig. 22 shows the results of an
This section presents experimental verifications of the modetperiment performed on a five-stage ring oscillator in which
to supplement simulation results. The first experiment egne of the stages is modified to have an extra pulldown

Fig. 19. Four-stage differential ring oscillator.

V. EXPERIMENTAL RESULTS
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Fig. 23. Phase noise measurements for a five-stage single-ended CMOS ring

Fig. 21. Measured sideband power vergis, for injections in vicinity of oscillator. fo = 232 MHz, 2-um process technology.

multiples of fo.

179 fC. As discussed in the previous section, noise current

+ Symmetric, same node injected during a transition has the largest effect. The cur-
O Symmetric, different node rent noise power at this point is the sum of the current
L2 O Asymmeiric, same node noise powers due to NMOS and PMOS devices. At this bias
X Asymmetric, different nodd point, (E/Af)NMOS — 4kT’YﬂnCoa;(W/Leﬂ)J\’(VDD/2 —
Vrn) = 4.44 x 10724 A%/Hz and ¢ /A f)pmos = 2.19 x
45+ 10~2* A%/Hz. Using the methods outlined in the Appendix,

it may be shown thal? . ~ 16/N? for ring oscillators.
Equation (21) for N identical noise sources then predicts
L{Af} = 101og(0.84/Af?). At an offset of A f = 500 kHz,
this equation predicts {500 kHz} = —114.7 dBc/Hz, in good
) , agreement with a measurement-e£14.5 dBc/Hz. To predict
100kHz o MHz  the phase noise in the/f2 region, it is enough to calculate
Frequency of Injection (Hz) the 1/ f3 corner. Measurements on an isolated inverter on the
Fig. 22. Power of the sidebands caused by low frequency injection ingame die show & /f noise corner frequency of 250 kHz,
symmetric and asymmetric nodes of the ring oscillator. when its input and output are shorted. T&%ﬁqrgms ratio is
calculated to be 0.3, which predictslaf3 corner of 75 kHz,
compared to the measured corner of 80 kHz.
NMOS device. A current of 2QA (rms) is injected into this  The fifth experiment measures the phase noise of an 11-
asymmetric node with and without the extra pulldown devicstage ring, running gfy = 115 MHz implemented on the same
For comparison, this experiment is repeated for a symmetdie as the previous experiment. The phase noise measurements
node of the oscillator, before and after this modification. Noere shown in Fig. 24. For the inverters in this oscillator,
that the sideband power is 7 dB larger when noise is injectéd’/L)y = 4pm/2pm and (W/L)p = 6 um/2 pm, which
into the node with the asymmetrical waveform, while theesults in a total capacitance of 43.5 fF apgd,. = 217 fC.
sidebands due to signal injection at the symmetric nodes ditee phase noise is calculated in exactly the same manner as
essentially unchanged with the modification. the previous experiment and is calculated to DA f} =
The fourth experiment compares the prediction and metlog(0.152/Af?), or —122.1 dBc/Hz at a 500-kHz offset.
surement of the phase noise for a five-stage single-ended rirfge measured phase noise-i422.5 dBc/Hz, again in good
oscillator implemented in a 2m, 5-V CMOS process running agreement with predictions. Thé /22 _ ratio is calculated
at fo = 232 MHz. This measurement was performed using @ be 0.17 which predicts &/ f2 corner of 43 kHz, while the
delay-based measurement method and the result is showmigasured corner is 45 kHz.
Fig. 23. Distinct1/f% and 1/f3 regions are observed. We The sixth experiment investigates the effect of symmetry
first start with a calculation for the/f? region. For this on 1/f2 region behavior. It involves a seven-stage current-
process we have a gate oxide thicknesstQf = 25 nm starved, single-ended ring oscillator in which each inverter
and threshold voltages dfyy = 0.6 V and Vp = 0.53 V. stage consists of an additional NMOS and PMOS device
All five inverters are similar with(W/L)y = 3pum/2um in series. The gate drives of the added transistors allow
and (W/L)p = 5pm/2pm, and a lateral diffusion oLy = independent control of the rise and fall times. Fig. 25 shows
0.1 pm. Using the process and geometry information, the totdle phase noise when the control voltages are adjusted to
capacitance on each node, including parasitics, is calculatathieve symmetry versus when they are not. In both cases the
to be Cigta1 = 35.7 fF. Therefore,gmax = CiotalVewing =  CONtrol voltages are adjusted to keep the oscillation frequency

Sideband Power below Carrier (dBc)

FOx
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Fig. 25. Effect of symmetry in a seven-stage current-starved single-ended
CMOS VCO. fo = 60 MHz, 2-um process technology.
is (12 /Af)iotal = 2.63 x 10722 A%/Hz. Using these numbers
for N = 4, the phase noise in thg f? region is predicted to be
constant at 60 MHz. As can be seen, making the wavefori{A f} = 10log(48.1/Af?), or —103.2 dBc/Hz at an offset
more symmetric has a large effect on the phase noise in thfel MHz, while the measurement in Fig. 27 shows a phase
1/f2 region without significantly affecting theé/f? region. noise of—103.9 dBc/Hz, again in agreement with prediction.
Another experiment on the same circuit is shown in Fig. 28\lso note that despite differential symmetry, there is a distinct
which shows the phase noise power spectrum at a 10 kiHzf? region in the phase noise spectrum, because each half
offset versus the symmetry-controlling voltage. For all theircuit is not symmetrical
data points, the control voltages are adjusted to keep theThe eighth experiment investigates cyclostationary effects
oscillation frequency at 50 MHz. As can be seen, the phaisethe bipolar Colpitts oscillator of Fig. 5(a), where the con-
noise reaches a minimum by adjusting the symmetry propertggction angle is varied by changing the capacitive divider
of the waveform. This reduction is limited by the phase noigatio n = C; /(C; + C5) while keeping the effective parallel
in 1/f? region and the mismatch in transistors in differentapacitanceC., = C,C»/(Cy + C2) constant to maintain
stages, which are controlled by the same control voltages. an f, of 100 MHz. As can be seen in Fig. 28, increasing
The seventh experiment is performed on a four-stage differ-decreases the conduction angle, and thereby reduces the
ential ring oscillator, with PMOS loads and NMOS differentiaéffective I',,,s, leading to an initial decrease in phase noise.
stages, implemented in a O:8n CMOS process. Each stage idHowever, the oscillation amplitude is approximately given by
tapped with an equal-sized buffer. The tail current source heg,.x = 2R...x/rr(1 — n), and therefore decreases for large
a quiescent current of 108A. The total capacitance on eachvalues ofn. The phase noise ultimately increases for laiges
of the differential nodes is calculated to 6&.:.; = 49 fF a consequence. There is thus a definite value (ffere, about
and the voltage swing i%,wing = 1.2 V, which results in 0.2) that minimizes the phase noise. This result provides a
gmax = 8.8 fF. The total channel noise current on each nodéeoretical basis for the common rule-of-thumb that one should
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Fig. 29. State-space trajectory of ath-order oscillator.

useC,/C ratios of about four (corresponding o= 0.2) in

Colpitts oscillators [17]. for a few cycles afterwards. By sweeping the impulse injec-
tion time across one cycle of the waveform and measuring
VI. CONCLUSION the resulting time shiftA¢, hy(t, ) can calculated noting

thﬁ\t A¢ = 2rAt/T, whereT is the period of oscillation.

Th|§ paper has_ presented a m(_)del for phase noise Whl’—:ortunately, many implementations of SPICE have an internal
explains quantitatively the mechanism by which noise sourc(:fs

. erature to perform the sweep automatically. Since for each
of all types convert to phase noise. The power of the mode . )
iMpulse one needs to simulate the oscillator for only a few

derives from its explicit recognition of practical oscillators

. . . . - .cycles, the simulation executes rapidly. Onkg(t, 7) is
as time-varying systems. Characterizing an oscillator with t . S X .
e ; ... .found, the ISF is calculated by multiplication with,... This

ISF allows a complete description of the noise sensitivit

. . thod is the most accurate of the three methods presented.
of an oscillator and also allows a natural accommodation 0

cyclostationary noise sources.

This approach shows that noise located near integer mBl Closed-Form Formula for the ISF
tiples of the oscillation frequency contributes to the total An nth-order System can be represented by its trajectory in
phase noise. The model specifies the contribution of thogg,-dimensional state-space. In the case of a stable oscillator,
noise components in terms of waveform properties and circyils state of the system, represented by the state vei’tpr,
parameters, and therefore provides important design insight i dically traverses a closed trajectory, as shown in Fig. 29.
identifying and quantifyingthe major sources of phase noisgoe that the oscillator does not necessarily traverse the limit
degradation. In particular, it shows that symmetry properti%§c|e with a constant velocity.
of the oscillator waveform have a significant effect on the |, the most general case, the effect of a group of external

; . 3 Ip
upconversion of low frequency noise and, hence, Ij¢ impulses can be viewed as a perturbation vectdf which

corner of the phase noise can be significantly lower th%ﬂddenly changes the state of the system?(tor A As

itr:e cl){ tJ; ndt?glrclt\e/lggfjee\;gg;e:/.vg:slz i?}?:ﬁgﬁ“ﬁ;; r?:;tg:;;”&iscussed earlier, amplitude variations eventually die away,
P ’ but phase variations do not. Application of the perturbation

thought to preclude their use in high-performance oscillators. ; . L :
impulse causes a certain change in phase in either a negative

or positive direction, depending on the state-vector and the

direction of the perturbation. To calculate the equivalent time

shift, we first find the projection of the perturbation vector on
In this Appendix we present three different methods tq unity vector in the direction of motion, i.e., the normalized

calculate the ISF. The first method is based on direct megilocity vector

surement of the impulse response and calculalifig) from

it. The second method is based on an analytical state-space B )?

approach to find the excess phase change caused by an impulse l=AX.— (31)

of current from the oscillation waveforms. The third method |)?|

is an easy-to-use approximate method.

APPENDIX
CALCULATION OF THE IMPULSE SENSITIVITY FUNCTION

wherel is the equivalent displacement along the trajectory, and

A. Direct Measurement of Impulse Response X is the first derivative of the state vector. Note the scalar
In this method, an impulse is injected at different relativeature ofl, which arises from the projection operation. The
phases of the oscillation waveform and the oscillator simulateduivalent time shift is given by the displacement divided by
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the “speed” |)?| Calculation of Impulse Sensitivity Function
% 10 1st Method
l - X - 18 e1no:
At = —=— =AX = ) (32) S ... 2nd Methad
| X] | X] 05 “, 3rd Method

which results in the following equation for excess phase caused
by the perturbation:

. b 00 et
At 2 = X
Ap=2r— =2 (AXx =—|. (33)
0.5
In the specific case where the state variables are node

voltages, and an impulse is applied to tie node, there will YL

be a change id\V; given by (10). Equation (33) then reduces '1'00.0 5.0 7.0 6.0
to X (radians)

2 AQz‘ V; Fig. 30. ISF’s obtained from different methods.

Ap; = — - - = 34

ST T T (34)
where|?|2 is the norm of the first derivative of the waveformidentical stages. The denominator may then be approximated
vector andy; is the derivative of théth node voltage. Equa- by f/2.
tion (34), together with the normalized waveform functifn

!
defined in (1), result in the following: [i(x) = fi/gx). (38)
Aq fz/ max
Ap = P W (35) Fig. 30 shows the results obtained from this method compared

with the more accurate results obtained from methddsnd
where ! represents the derivative of the normalized waveford. Although this method is approximate, it is the easiest to
on nodei, hence use and allows a designer to rapidly develop important insights
into the behavior of an oscillator.

fi fi
Mi(a)= Ji = _Ji (36)
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Corrections to “A General Theory of Comments on “A 64-Point Fourier Transform Chip for
Phase Noise in Electrical Oscillators” Video Motion Compensation Using Phase Correlation®
Ali Hajimiri and Thomas H. Lee Kevin J. McGee

. Abstract—The fast Fourier transform (FFT) processor of the above
The authors of the above pabd'rave found an error in (19) on paper! contains many interesting and novel features. However, bit re-

p. 185. The factor of 8 in the denominator should be 4, therefot@rsed input/output FFT algorithms, matrix transposers, and bit reversers

(29) should read have been noted in the literature. In addition, lower radix algorithms
can be modified to be made computationally equivalent to higher radix
& oo algorithms. Many FFT ideas, including those of the above papet, can
tn Zcz also be applied to other important algorithms and architectures.
Af "

Awl = . | - =0
£lAw) =10-log 4g2 o Aw? | . INTRODUCTION
In the above papérthe authors present a fast Fourier transform

(FFT) processor that contains many interesting and novel features.
Noise power around the frequeneyso + Aw causes two equal The mathematics in the above papetescribe a matrix computation
sidebands atwo + Aw. However, the noise power atwo — Aw  where both time inputs and frequency outputs are in bit-reversed
has a similar effect as mentioned in the paper. Therefore, twice iheler. Bit-reversed input/output FFT algorithms, while not widely
power of noise atwo + Aw should be taken into account. This willknown, are not new, having been previously described in [3]. Fig.

also change the 4 in the denominator of (21) to 2 to read 1, for example, is a 16-point, radix-4, undecimated, bit reversed
o input/output, constant output geometry graph based on [3].
L{Aw} = 10-log <% i%/Af ) The algorithm is also described as a decimation-in-time-and-
T\ Ghax 20 Aw? frequency (DITF) type, but the architecture appears to be based
on decimation-in-time (DIT). In the above pageEigs. 4 and 10
Similarly, (24) must change, and its correct form is show a first calculation stage with unity twiddles before the butterfly
) ) and a second and third calculation stage with prebutterfly twiddles.
Awy e = wi)s < €o ) % wiyp }(@) . Although the butterfly implementation of Fig! Snay be unique,
‘ 2T s T 2\a the use of prebutterfly twiddles in all three stages, along with unity

o _ _ _ ~ twiddles in the first, would seem to indicate DIT. The architecture
of processor, such as matrix transposers and bit reversers, as will be

L{Aw} =10"log < KT 1 . (“0 )2) described below.

V2. Ry (Cwo)? \Aw
However, note that the discussion following (29) is still valid. IIl. MATRIX TRANSPOSERS ANDBIT REVERSERS
The factorc¢3 /22, should be changed t6co/2ms)? in the Block serial/parallel or parallel/serial converters, sometimes called

rms

following instances: matrix transpose or corner turn buffers, are used in many systems.
1) p. 185, second column, last paragraph; They perform a matrix transpose on data blocks by exchanging rows
2) p. 190, second column, first paragraph; and columns. Fig. 2 (from [7]) shows, from upper left to lower right,
3) p. 190, second column, second paragraph. the flow of data through a 4 4 shift-based transposer. The rotator

Nevertheless, the expression used to calculatd'the to predict lines sthovtv .Wr:t?retdata will bef trrc:utgd otn _:_i;]e nex{ (:.OCk C);.Cle and
phase noise of ring oscillators is based on a simulation that talyeqs oulput 15 the ranspose of the inpul. The SWitching action was

this effect into account automatically, and therefore the predictioﬁ'gted in [7] and [8] and rotator designs can be found in [4], [7],

are still valid. The authors regret any confusion this error may ha\"?lgd [8]. Although Fig. 6(B)is also an & 8 transposer, it is being

caused used in a somewhat unusual way. By providing a complex (real and
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